Spontaneous synchronization of coupled oscillator systems with frequency adaptation
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We study the synchronization of Kuramoto oscillators with all-to-all coupling in the presence of slow, noisy frequency adaptation. In this paper, we develop a model for oscillators, which adapt both their phases and frequencies. It is found that this model naturally reproduces some observed phenomena that are not qualitatively produced by the standard Kuramoto model, such as long waiting times before the synchronization of clapping audiences. By assuming a self-consistent steady state solution, we find three stability regimes for the coupling constant $k$, separated by critical points $k_1$ and $k_2$: (i) for $k<k_1$ only the stable incoherent state exists; (ii) for $k>k_2$, the incoherent state becomes unstable and only the synchronized state exists; and (iii) for $k_1<k<k_2$ both the incoherent and synchronized states are stable. In the bistable regime spontaneous transitions between the incoherent and synchronized states are observed for finite ensembles. These transitions are well described as a stochastic process on the order parameter $r$ undergoing fluctuations due to the system’s finite size, leading to the following conclusions: (a) in the bistable regime, the average waiting time of an incoherent→coherent transition can be predicted by using Kramer’s escape time formula and grows exponentially with the number of oscillators; (b) when the incoherent state is unstable ($k>k_2$), the average waiting time grows logarithmically with the number of oscillators.
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I. INTRODUCTION

Many natural and engineered systems can be described as an ensemble of heterogeneous limit-cycle oscillators influencing each other. Examples include glycolytic oscillations in yeast cell populations [1], pedestrians walking over a bridge [2], arrays of Josephson junctions [3], the power grid [4], lasers [5], and some species of fireflies [6]. A central issue is that of understanding the mechanism of coherent behavior that is often observed for these systems.

The Kuramoto model [7] (for a review, see [8]) addresses this problem by considering the simplified case, in which oscillators are all-to-all coupled, and each oscillator, labeled by an index $n$, has an intrinsic frequency $\omega_n$ and an oscillator state that can be specified solely by its phase $\theta_n$. The evolution of the phase of each oscillator $n$ is given by

$$\dot{\theta}_n = \omega_n + \frac{k}{N} \sum_{m=1}^{N} \sin(\theta_m - \theta_n),$$

where $N$ is the number of oscillators, $n=1,2,\ldots,N$ indicates different oscillators, and $k$ is a parameter that represents the strength of the coupling between oscillators. Kuramoto found that for the $N \rightarrow \infty$ coupling limit (approximating the typical case of large $N$ arising in most applications), the collective behavior of the oscillator ensemble, quantified by the typical case of large $N$ arising in most applications), the collective behavior of the oscillator ensemble, quantified by the order parameter $r = N^{-1} \sum_{m=1}^{N} \exp(i\theta_m)$, undergoes a transition from incoherence ($r = 0$) to synchronization ($r \sim 1$) as the coupling strength is increased past a critical value $k_c$. The Kuramoto model provides a simple mathematical model capturing the essential mechanisms for synchronization of limit-cycle oscillators. Despite its long-standing status as a classical model of synchronization, some advances in the theoretical understanding of Kuramoto-type models have been achieved only very recently (e.g., [9]).

Due to the ubiquity of synchronization phenomena in complex systems, there is current interest in understanding the effect of network structure interactions and adaptation on the synchronization of oscillators [10]. The model presented in this paper aims to investigate synchronization in coupled oscillator systems where each oscillator’s natural frequency $\omega_n$ slowly adapts, while being subjected to random noiselike fluctuations. One motivation for considering adaptive synchronization is the observation that, in many biological situations, synchronization seems to serve a useful function. A fairly clear example is the synchronization of pacemaker cells in the heart. Another example is the observed evolving patterns of neuronal synchrony in the brain, which have been conjectured to play a key role in organizing brain function. In some cases, adaptation of frequencies has been experimentally observed: fireflies of the species pteroptyx-malaccaea slowly adapt their flashing frequency in response to the flashes they observe [6]. Assuming the utility of synchronization in such biological cases, it is reasonable that there might be evolutionary pressure for the development of adaptive mechanisms that promote synchronization or maintain it in the presence of disruptive influences (e.g., noise). In addition, one could imagine technological and social situations where adaptation to promote synchronization might be relevant. A familiar social example is that of an audience clapping their hands and seeking to synchronize [11,12]. Therefore, it is important to consider the possibility that various mechanisms might operate independently to promote synchronization in a noisy environment [13]. In this paper, we introduce and analyze a model of all-to-all coupled phase oscillators with noisy frequency adaptation, where, as seems
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reasonable in the above-cited biological examples, the coupling of the oscillators’ phases occurs on a faster time scale than the frequency adaptation dynamics.

The paper is organized as follows. In Sec. II, we present and analyze our model. Analytical results are derived and numerically tested in Secs. II A and II B, respectively. In Sec. III, we study the statistics of spontaneous transitions to the synchronized state due to finite size effects. In Sec. IV, we discuss our results and their relation with previous work. In Sec. V, we present our conclusions.

II. FREQUENCY ADAPTION MODEL

We consider the classical Kuramoto model supplemented with a dynamical equation for the evolution of the oscillators’ natural frequencies \( \omega_n \),

\[
\dot{\theta}_n = \omega_n + \sum_{m=1}^{N} \sin(\theta_m - \theta_n),
\]

\[
\omega_n = \tau^{-1} \sum_{m=1}^{N} \sin(\theta_m - \theta_n) + \eta_n - \frac{dV_n(\omega_n)}{d\omega_n},
\]

where \( \tau \) is assumed to be much larger than the spread in the oscillator period and \( \eta_n \) is a Gaussian uncorrelated noise term such that \( \langle \eta_n(t)\eta_n(t') \rangle = 2D\delta_{nn} \delta(t - t') \), where \( \langle \cdot \rangle \) is an ensemble average and \( \delta_{nn} \) is the Kronecker delta. The motivation for the different terms in this natural frequency adaptation term is the following:

(i) We assume that each oscillator \( n \) may only have knowledge of the aggregate input to it from the other oscillators, \( k \sum_{m=1}^{N} \sin(\theta_m - \theta_n) \). This frequency-coupling term was originally introduced in [6], who considered frequency adaptation without phase coupling.

(ii) The form of the coupling guarantees that if the phase of oscillator \( n \) is behind (ahead of) the average phase [so that \( \sin(\theta_m - \theta_n) \) is, on average, positive (negative)], its frequency increases (decreases).

(iii) Frequency adaptation occurs on a time scale \( \tau \), much slower than the phase dynamics.

(iv) The intrinsic frequencies \( \omega_n \) are subject to random noise \( \eta_n \). This is partly motivated by observations of frequency drift in biological oscillators [13,16].

(v) The confining potential \( V_n(\omega) \) represents physical mechanisms that, depending on the application, constrain the natural frequencies to some reasonable range.

The dynamics we find for our system is related to that for the Kuramoto model with inertia [14,15]; however, the differences are significant and will be discussed in Sec. IV. Also in Sec. IV, we discuss the relation between Eq. (2) and a model for circadian rhythms that implements wandering, uncoupled frequencies [16].

We note that we could have added a noise term to the r.h.s. of Eq. (1). However, the effect of such a noise term has been already studied in the Kuramoto model, and it has been found that it shifts the transition to synchronization to larger values of the coupling strength \( k \), maintaining the same qualitative behavior. Therefore, for analytical simplicity, we will not consider this term. As we will see in our numerical simulations, a role analogous to fluctuations in the coupling strength \( \phi \) will be played by the fluctuations resulting from having a finite number of oscillators.

A. Model analysis

We consider \( N \) to be very large and adopt a continuum description. Thus, we assume that the ensemble of oscillator intrinsic frequencies can be regarded as being drawn from a continuous distribution function \( G(\omega, t) \).

We analyze our proposed model by using the assumed separation of time scales between the oscillator dynamics and the frequency adaptation. Rewriting Eqs. (1) and (2) in terms of the mean field \( r e^{i\phi} = \frac{1}{N} \sum_{n=1}^{N} e^{i\theta_n} \), we obtain

\[
\dot{\theta}_n = \omega_n - kr \sin(\theta_n - \psi),
\]

\[
\dot{\omega}_n = -\tau^{-1} \sin(\theta_n - \psi) + \frac{dV_n(\omega_n)}{d\omega_n}.
\]

Here, we have dropped the subscript \( n \) on the potential \( V_n \), as we will henceforth consider all oscillators to have the same \( V_n \). In addition, we will assume that \( V(\omega) = V(-\omega) \).

Since the frequencies vary on a time scale much longer than the phases, on the fast time scale we can approximate \( \omega_n \) in Eq. (3) as constant. As we shall soon see, it is relevant to assume that \( G(\omega, t) \) is symmetric in \( \omega \) and monotonically decreasing away from its maximum. Furthermore, without loss of generality, it suffices to take the maximum of \( G \) to occur at \( \omega = 0 \) (if it does not, it can be shifted to 0 by the change of variables \( \omega \rightarrow \omega + \Omega, \theta \rightarrow \theta - \Omega t \)). As originally noted by Kuramoto, in the saturated state (i.e., \( r \) constant on the fast time scale), the phase dynamics is of two types depending on the value of \( \omega_n \). For \( |\omega_n| < kr \) oscillator \( n \) is said to be “locked” and its phase settles at a value given by

\[
\sin(\theta_n - \psi) = \omega_n/(kr).
\]

For \( |\omega_n| > kr \) the phase is said to “drift” and \( \theta_n \) continually increases (decreases) with time for \( \omega_n > kr \) (\( \omega_n < kr \)). For a given frequency \( |\omega| > kr \), the drifting oscillators have a distribution of phases \( \rho(\theta, \omega) \) determined from the conservation of oscillator density by the condition \( \rho d\theta/dt = \text{constant} \). This yields

\[
\rho(\theta, \omega) = \frac{\sqrt{\omega^2 - (kr)^2}}{2\pi}\frac{1}{\omega - kr \sin(\theta - \psi)},
\]

where the factor \( \sqrt{\omega^2 - (kr)^2}/(2\pi) \) normalizes \( \rho(\theta, \omega) \) so that \( \int_{-\pi}^{\pi} \rho d\theta = 1 \).

Still invoking the time scale separation, and consequently assuming that the deterministic term in Eq. (4) can be averaged over time, we obtain an approximation to Eq. (4) for the drifting oscillators

\[
\dot{\omega}_n = -\tau^{-1} kr \int_{-\psi}^{\psi} \rho(\theta, \omega_n) \sin(\theta - \psi) d\theta + \eta_n - \frac{dV}{d\omega_n}.
\]

Here, the deterministic term has been replaced by its time average, while the fast-varying noise term has been retained.
Besides the solution \( r_{\alpha}=\omega_{n} \), \( \eta_{n}-dV/d\omega_{n} \), Eq. (4) can be rewritten as

\[
\omega_{n} = h(\omega) + \eta_{n} - dV/d\omega_{n},
\]

where

\[
h(\omega) = \begin{cases} 
-\omega/\tau, & |\omega| \leq kr, \\
-\omega/\tau + \text{sign}(\omega)\sqrt{\omega^{2}-(kr)^{2}/\tau}, & |\omega| > kr.
\end{cases}
\]

We now seek a steady state solution (in a statistical sense) for Eqs. (1) and (2). More precisely, for a given value of \( k \), we seek a time-independent probability distribution of frequencies \( G \) and a value of \( r \) that make Eqs. (1) and (2) consistent. Such a steady-state frequency distribution can be obtained by solving the time-independent Fokker-Planck equation corresponding to Eq. (8).

\[
G(\omega,kr) \propto \begin{cases} 
\exp[-\omega^{2}/(2\sigma^{2}) - V(\omega)/\sigma^{2}], & |\omega| \leq kr, \\
\frac{|\omega|}{kr}(1-\sqrt{1-(kr/\omega)^{2}}) \exp\left[-\frac{\omega^{2}}{2\sigma^{2}}(1-\sqrt{1-(kr/\omega)^{2}}) - V(\omega)/\sigma^{2}\right], & |\omega| > kr.
\end{cases}
\]

The distribution given in Eq. (10) depends on the value of the order parameter \( r \). In order to make this solution self-consistent, the value of \( r \) has to be determined from the classical Kuramoto results corresponding to an ensemble of oscillators with frequency distribution \( G(\omega,kr) \). That is, \( r \) is equal to the average of \( \exp(i\theta) \) over all the oscillators. As shown, e.g., in [8], the average over drifting oscillators (\( |\omega| > kr \)) is zero, and \( r \) is thus determined entirely by the locked oscillators (\( |\omega| < kr \)) whose phase angles are given by Eq. (5). Thus, we obtain

\[
r = \int_{-kr}^{kr} G(\omega,kr)(1-|\omega|/\sqrt{kr})d\omega.
\]

Besides the solution \( r=0 \), other possible values of \( r \) are given by the solutions.

\[
1 = k\int_{-1}^{1} G(zkr,kr)(1-z^{2})dz.
\]

We now study numerically the solutions of Eqs. (10) and (11). As we will later argue, noise in the \( \theta \) evolution (either extrinsic or due to finite \( N \)) causes the dynamics to be insensitive to the choice of confining potential \( V(\omega) \). Therefore, for simplicity, we will choose an infinite potential well to simplify the analysis. The potential is defined as \( V(\omega)=0 \) if \( |\omega| < L \), and \( V(\omega)=\infty \) otherwise. This corresponds to frequencies that evolve freely in a box of size \( 2L \) with hard walls. We will later show that \( L \) can be chosen large enough so that the dynamics is insensitive to its value. Except for Fig. 1, all plots use \( L=5 \).

Solving Eq. (11) numerically, a bifurcating pair of solutions \( r_{s}(k) \) and \( r_{u}(k) \) is found to appear at a finite value of the coupling strength \( k=k_{1} \), as shown in Fig. 1. The upper branch

\[
\frac{d}{d\omega}\left(h(\omega) - \frac{dV}{d\omega}\right) = D\frac{d^{2}G}{d\omega^{2}}.
\]

The unnormalized solution of Eq. (10) with no-flux boundary conditions \( (dG/d\omega=0 \) at either \( \omega = \pm \infty \) or \( \omega = \pm L \)) can be found by integrating twice, yielding

\[
G \approx \exp\left[\int_{\omega}^{\omega_{\infty}} \frac{h(\omega)d\omega - V(\omega)}{D} \right].
\]

\[
d(\omega - \frac{dV}{d\omega}) = D\frac{d^{2}G}{d\omega^{2}}.
\]

\[
G \approx \exp\left[\int_{\omega}^{\omega_{\infty}} \frac{h(\omega)d\omega - V(\omega)}{D} \right].
\]

\[
\frac{d}{d\omega}\left(h(\omega) - \frac{dV}{d\omega}\right) = D\frac{d^{2}G}{d\omega^{2}}.
\]

The unnormalized solution of Eq. (10) with no-flux boundary conditions \( (dG/d\omega=0 \) at either \( \omega = \pm \infty \) or \( \omega = \pm L \)) can be found by integrating twice, yielding

\[
G \approx \exp\left[\int_{\omega}^{\omega_{\infty}} \frac{h(\omega)d\omega - V(\omega)}{D} \right].
\]

\[
G \approx \exp\left[\int_{\omega}^{\omega_{\infty}} \frac{h(\omega)d\omega - V(\omega)}{D} \right].
\]

\[
\frac{d}{d\omega}\left(h(\omega) - \frac{dV}{d\omega}\right) = D\frac{d^{2}G}{d\omega^{2}}.
\]

The unnormalized solution of Eq. (10) with no-flux boundary conditions \( (dG/d\omega=0 \) at either \( \omega = \pm \infty \) or \( \omega = \pm L \)) can be found by integrating twice, yielding

\[
G \approx \exp\left[\int_{\omega}^{\omega_{\infty}} \frac{h(\omega)d\omega - V(\omega)}{D} \right].
\]

\[
G \approx \exp\left[\int_{\omega}^{\omega_{\infty}} \frac{h(\omega)d\omega - V(\omega)}{D} \right].
\]
Thus, three regimes are found with our model. For $k < k_1$, the oscillator ensemble is incoherent, as only the $r=0$ stable solution exists. For $k > k_2$, only the synchronized state is stable. These correspond to the traditional regimes of the original Kuramoto model without adaptation [7,8]. The third regime corresponds to intermediate coupling strengths on the finite interval $k_1 < k < k_2$, where both the synchronized and incoherent states are locally stable, and whose basins of attraction are separated by the unstable solution of Eq. (11). A similar regime was also found in [14] for an inertial version of the Kuramoto model with noise in which $\theta_i$ is replaced by $m\dot{\theta}_i + \ddot{\theta}_i$ in Eq. (1). In Sec. III, we address the important issue of noise-induced spontaneous transitions between stable solutions, which was not addressed in [14].

To study the behavior of our model close to the incoherent state $r=0$, we expand $G$ in Eq. (10) for $(kr/\omega)^2 \ll 1$, finding that the $\omega$ dependence of $G$ for large $|\omega|$ is $G(\omega, kr) \sim (kr/\omega)^2$. Recalling that Eq. (10) can be normalized in $(-\infty, \infty)$ only if $kr > \sqrt{2} \omega$, we conclude that, as long as $kr > \sqrt{2} \omega$, $G$ should be insensitive to $L$ if the bulk of $G$ is contained within $(-L,L)$. In contrast, for $kr < \sqrt{2} \omega$, the frequency distribution is not normalizable in $(-\infty, \infty)$ and thus, we expect $G$ to be broadly distributed in $(-L,L)$, and the dynamics to depend on the value of $L$. In particular, the distribution of frequencies for the incoherent state $r=0$ is uniform with $G(\omega) = 1/(2L)$. More generally, $G$ should be insensitive to the specific form of the confining potential $V$ as long as $V(\sigma) \ll \sigma^2$. This can be interpreted as requiring that $V$ does not itself promote synchronization.

Figure 1 shows the stable and unstable branches for various values of $L$ and the curve $kr = \sqrt{2} \sigma$ (dotted line), above which the frequency distribution is normalizable. Note that the stable solution $r_s(\omega)$ to Eq. (11) is above the curve $kr = \sqrt{2} \sigma$ in Fig. 1 and is, as expected, insensitive on the value of $L$. One interesting result from Fig. 1 is that the upper critical coupling strength $k_2$ depends on the frequency bound $L$. Recalling that $G(\omega) = 1/(2L)$ for the incoherent state, one can integrate Eq. (11) to find $k_2 \approx 4L/\tau$. In reality, physical limitations typically bound the natural frequency distribution. However, it is also interesting to consider the unbound case ($V=0$, or $L=\infty$), which leads to the following scenario: the oscillators’ natural frequencies wander in $(-\infty, \infty)$; $k_2 = \infty$ and the incoherent state $r=0$ remains stable for all coupling strengths. However, it is important to note that, even though the incoherent state for $L=\infty$ remains stable for arbitrarily large $k$, its basin of attraction shifts to zero as $k \rightarrow \infty$. The situation is analogous to that applying in the study of the transition of stable laminar pipe flow to turbulence (e.g., [17] and references therein). As in pipe flow, this situation points to the possibly crucial role in noise, which we address subsequently.

**B. Model simulation**

In order to test our theoretical results, we compared them with direct simulation of Eqs. (1) and (2). Due to the stability characteristics of the solutions, hysteresis phenomena and
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dependence on the initial conditions are expected. To probe these characteristics, we let $L=5$ and initiate a simulation with strong coupling ($k_2 > k_3$) and with the phases and frequencies of the oscillators clustered around $\theta_2 = 0$ and $\omega_2 = 0$. The oscillators remain synchronized, and their natural frequencies adopt a distribution given by Eq. (10). For a given value of $k$, we simulate Eqs. (1) and (2) for 1000 s and then decrease the value of $k$ by 0.1, keeping the values of the phases and frequencies (this corresponds to a coarse grained rate $dk/dt = 10^{-4}$). As this process is repeated and the value of $k$ decreases below $k_1$, the synchronized solution disappears and the oscillators desynchronize. Figure 2(a) shows the value of $r$ obtained by this process (triangles). The solid and dashed lines indicate the stable $r_s(k)$ and unstable $r_u(k)$ solutions, respectively obtained from Eq. (11). The numerically obtained values of $r$ follow the stable branch found theoretically.

In Fig. 2(b) we show the steady-state frequency distribution observed at values of $k$ corresponding to the arrows labeled a, b, and c in Fig. 2(a). The black solid, dashed, and dotted lines indicate the theoretical expression given by Eq. (10) normalized on $\omega \in [-5, 5]$ for cases a, b, and c. The triangle, circle, and square symbols show the corresponding observed frequency distributions, which are in good agreement with the theory.

To observe hysteresis phenomena similar to that noted in [14], the system was brought to steady state with a dispersed frequency distribution described by Eq. (10) for small coupling strength ($k < k_1$). The coupling strength $k$ was slowly increased until the system underwent an incoherent $\rightarrow$ synchronized state transition at the transition coupling strength $k^*$, which is found on the interval $k_1 < k^* < k_2$. The precise value of $k^*$ fluctuates slightly from run to run, but its mean is observed to depend on the ensemble size $N$. This is shown in Fig. 3, where $k^*$ approaches $k_2$ as $N$ increases, as previously noted in [14] for the inertial Kuramoto model. This is due to fluctuations in the order parameter $\Delta r \sim N^{-1/2}$ resulting from the system’s finite size: it is hypothesized that fluctuations cause the system to cross the barrier imposed by the unstable solution to Eq. (11) (dashed line in Fig. 3). When the size of these fluctuations becomes large enough to place $r$ above the unstable solution, the oscillators begin to synchronize and the value of the order parameter increases to the value corresponding to the stable solution (upper solid line).

It should also be noted that, for this simulation with temporally increasing coupling strength, the $k^*$ approach $k_1$ as the simulation duration for each $k$ is increased. In other words, the hysteretic nature of this system depends not only on the size of the network (as noted in [14]), but also on the rate at which the coupling strength $k$ is varied. We hypothesize this phenomenon to also describe other Kuramoto-type models with hysteretic behavior (e.g., [14,18]). The fluctuations of the order parameter $r$ are stochastic, and thus, the time required for the transition to occur is a random variable. The longer a simulation is run at constant coupling strength $k_1 < k < k_2$, the more likely an incoherent $\rightarrow$ synchronized transition has occurred. In fact, oscillations between states, as hypothesized in [14], were observed for our model in this bistable regime (see Fig. 7). Describing such spontaneous state transitions is the focus of the next section of our paper.

### III. SPONTANEOUS STATE TRANSITIONS

Given the observed phenomenology of fluctuations driving the system from one stable solution to another across an unstable solution, it is natural to conjecture that, for a fixed value of $k$, the average time $\tau_{\text{sync}}(N)$ for a transition from the incoherent state $r = 0$ to the coherent state $r \sim 1$ can be obtained by treating the problem as an escape over a potential barrier under the influence of random noise (see Fig. 4). Conceptually, it is helpful to relate such transitions to a Brownian particle moving from one equilibrium to a second by traversing an energy barrier under the influence of random noise. For the case of oscillator system state transitions, fluctuations of the order parameter $\Delta r$ occur due to a network’s finite size $N$ and are akin to random noise. In addition, in some applications, Eq. (1) may be subject to extrinsic noise [8].

For the traditional Kuramoto model, understanding finite size fluctuations $\Delta r$ has been a major area of interest [8,19]. In general, fluctuations are typically $O(N^{-1/2})$, although it has been shown that these fluctuations increase in amplitude near the critical coupling $k_c$ [19] for a traditional Kuramoto oscillator system. Similarly, for our model, fluctuations in $r$ were observed to be larger in the bistable regime than in the traditional Kuramoto regimes. However, as with the traditional Kuramoto model, further study of these fluctuations for our model remains open to future research.

#### A. State transition analysis

In order to study the statistics of spontaneous synchronization transitions, we will assume that finite-size fluctuations can be described approximately as produced by uncorrelated Gaussian noise acting on the one-dimensional dynamics of the order parameter. Treating finite-size fluctuations as an uncorrelated Gaussian noise term has already proven successful in studying synchronization of Kuramoto oscillators in networks [20]. Consequently, let us assume that the macroscopic dynamics of the order parameter $r$ can be described by a Langevin equation of the form

$$\dot{r} = -U'(r,k) + L(t),$$

where $U(r,k)$ is an unknown pseudopotential, $U'(r,k) = \partial U/\partial r$, and $L(t)$ is an uncorrelated Gaussian noise term.
be of the form shown in Fig. 4. Potentials of this type have received much attention in the literature for studying Brownian motion in bistable potentials and for describing chemical reactions. We will draw on this research and use Kramer’s escape time formula as a function of the number of oscillators \( N \) for \( k=6 \), which is within the bistable regime. (\( D=0.01, \tau=50, \) and \( L=5 \))

such that \( \langle L(t) \rangle = 0 \) and \( \langle L(t)L(t') \rangle = 2\Gamma \delta(t-t') \). Since the noise represents finite-size fluctuations, the diffusion coefficient \( \Gamma \) will be assumed to be inversely proportional to \( N \), or \( \Gamma \propto 1/N \). Note that this is consistent with \( \Delta r \) being \( O(N^{−1/2}) \) for the dynamics of \( r \) modeled as a linear Ornstein-Uhlenbeck process for the incoherent state with \( k<k_1 \).

In the bistable regime, \( k_1<k<k_2 \), we assume \( U(r,k) \) to be of the form shown in Fig. 4. Potentials of this type have received much attention in the literature for studying Brownian motion in bistable potentials and for describing chemical reactions. We will draw on this research and use Kramer’s escape time equation [21], which describes the mean first-passage time \( \tau_{xc} \) for a particle subject to random noise with diffusion coefficient \( \Gamma \) to escape over a potential barrier of height \( h \), and is given by \( \log(\tau_{xc}) \propto h/\Gamma \). Recalling that \( \Gamma \propto 1/N \), we conclude that the mean first-passage time (i.e., wait time before synchronization) for our bistable Kuramoto system depends exponentially on \( N \), yielding \( \tau_{sync} \propto e^{KN} \) for some constant \( K \).

A similar analysis can also be done on the regime where the incoherent state is unstable, where we are interested in the average time required for an incoherent system \( (r=0) \) to synchronize. To first order, the dynamics for small \( r \) is described by \( \dot{r}=\alpha r+L(t) \), with \( \alpha \) being a positive constant. Taking \( r(0)=0 \) and setting \( \langle r(t)^2 \rangle = r^2 \), we can estimate for large \( N \) the time \( t' \) it takes for the order parameter to reach a given threshold \( r=r' \gg \sqrt{\Gamma/\alpha} \) as \( t' \sim \log \Gamma^{-1} \sim \log N \). Thus, the waiting time \( \tau_{sync} \) grows logarithmically with \( N \) in the strong coupling regime \( (k>k_c \) in the Kuramoto model or \( k>k_2 \) in our model).

Although this paper focuses on the model described by Eqs. (1) and (2), the above estimates may apply to other Kuramoto-type models [14,15,18].

### B. State transition simulation

To test the previous findings, statistics were compiled for our adaptive Kuramoto system by simulating 100 realizations of synchronization for an initially incoherent system. For each realization, at a constant coupling strength \( k \) the initial natural frequencies and phases were chosen randomly \( (\theta_i \) uniform in \([0,2\pi) \), and \( \omega_i \) uniform in \([-5,5] \)). Once the order parameter exceeded a given threshold \( r' \) ensuring synchronization had occurred, the time before synchronization was recorded and simulation stopped.

Statistics of incoherence—synchronization transitions for the bistable regime are shown in Fig. 5, where \( \log(\tau_{sync}(N)) \) vs \( N \) is plotted for \( k=6 \). \( \tau_{sync} \) is defined as the average time required for the order parameter to first reach \( r'=0.7 \). In principle any coupling strength \( k \) within the bistable regime could be used; however, to decrease simulation time \( k \) was chosen to be close to \( k_2 \approx 6.37 \). Error bars are included to show statistical uncertainty. As the plot shows, \( \log(\tau_{sync}(N)) \) is well described by a straight line, which is consistent with the supposition that the transition times can be described by Kramer’s escape time formula.

For comparison, \( \tau_{sync} \) is shown in Fig. 6 for synchronization with the incoherent state being unstable \( (k>k_2) \). From this figure we can confirm that \( \tau_{sync} \propto \log N \), which is consistent with unstable exponential growth of perturbations from the \( r=0 \) incoherent state.

Figure 7 shows fluctuations between the synchronized and incoherent states for a case where the coupling strength is within the bistable range. Note that since transitions between states are related to the height \( h \) of the pseudopotential barrier relative to each respective equilibrium (see Fig. 4), fluctuations between states can only be observed when the barrier heights are roughly equal and when the system is observed for a duration in which transition events should occur. For example, if the barrier height is large and the finite
system is large (large $N$), the order parameter $r$ will undergo small fluctuations and state transitions would be rare. At the same time, if the barrier height is much larger for a particular state, then the system will remain in that state for the majority of time and transitioning out of that state would also be rare. For the model parameters chosen in our simulation, we found that spontaneous bidirectional transitions could only be observed for small numbers of oscillators ($N=10$ in Fig. 7) and for coupling strengths in the bistable regime just above $k_1$ (below which the coherent solution disappears). In general, for $k_1 < k < k_2$, we find that synchronized → incoherent transitions are very rare, implying that the barrier height for the synchronized state is generally larger than the barrier height for the incoherent state (as shown schematically in Fig. 4).

IV. DISCUSSION

Our results discussed above are in striking agreement with observations of rhythmically clapping audiences [11,12]. In particular, as opposed to the behavior of the classical Kuramoto model without adaption, the transition to synchronized clapping occurs after a relatively long waiting time, and once it starts the order parameter quickly achieves its steady state. Previous models of this phenomenon have artificially altered the frequency distribution [11] or introduced additional dynamics such as a time-dependent tendency of the oscillators to synchronize [12]. In contrast, the long waiting times arise in our model as a natural consequence of the dynamics. Although we have found that all-to-all coupling leads to waiting times that depend exponentially on the number of oscillators, shorter waiting times are expected for local coupling such as that describing clapping synchronization in a large venue.

Another possible application of our model is circadian rhythms [8], which have been modeled by ensembles of Kuramoto oscillators with drifting, nonadaptive frequencies [16]. Because of the importance of synchronization in this system, evolutionary pressures might have led to frequency adaptation. Our model generalizes previous models [16] by allowing for frequency adaptation. By removing frequency coupling (i.e., $\tau \rightarrow \infty$) and assuming a quadratic form for the potential $V(\omega)$, our model [Eqs. (1) and (2)] recovers the model of coupled circadian oscillators presented in [16].

Our results are somewhat related to the Kuramoto model with inertia (Eq. (1) with $\dot{\theta}_n$ replaced by $m\ddot{\theta}_n + \dot{\theta}_n$ [6,14,15]), which is equivalent to

\[
\dot{\theta}_n = \omega_n,
\]

\[
\dot{\omega}_n = r \left[ -dV_n(\omega_n)/d\omega_n + \frac{k}{N} \sum_{m=1}^{N} \sin(\theta_m - \theta_n) + \eta_n \right],
\]

where $V_n(\omega_n) = \frac{1}{2}(\omega_n - \Omega_n)^2$, with $\Omega_n$ constant for each oscillator. However, the differences between this model and our model are significant. First, in contrast to the Kuramoto model with inertia, our model couples both phases and frequencies. Second, as a consequence of our two types of coupling, we are able to introduce two time scales, with the frequency adaptation time scale being slower than that of the phase dynamics. We believe that this two time scale dynamics will be crucial to the modeling of the various potential applications mentioned in Sec. I (e.g., clapping audiences). [Note that simulations were conducted to investigate the effect of closing the time scale gap. By keeping $\sigma$ constant and reducing $\tau$ (i.e., by also increasing $D$), it was found that no qualitative differences were observed as long as $\tau > 5$.]

The analysis presented here to describe fluctuation-induced spontaneous transitions from incoherence to synchronization for our adaptive model could also be applicable to other Kuramoto-type systems with hysteretic behavior. Such systems include Kuramoto models with an added inertial term [14,15] and situations where there is a heterogeneous distribution of interaction time delays [18]. Various questions remain to fully understand the dynamics of the observed transitions. While order parameter fluctuations are typically $O(N^{-1/2})$, this is not always the case and a better understanding of these fluctuations is needed. Similarly, the existence of a pseudopotential $U(r,k)$ was assumed [Eq. (12)], but its shape and dependence on $k$ remain to be investigated.

V. CONCLUSIONS

We have presented a model to study the synchronization of Kuramoto oscillators that are able to slowly adapt their natural frequencies to promote synchronization, but are inhibited from doing so completely by the influence of noise. We found that the interplay of noise and adaptation results in bistability and hysteresis. In the bistable regime, finite size effects induce incoherent → synchronized state transitions (and when $N$ is small, vice versa), which are well described as a one-dimensional Kramer escape process on the order parameter $r$. For an oscillator ensemble governed by our adaptive model with all-to-all coupling, it was shown that the time $\tau_{\text{sym}}$ required for the system’s state to transition from incoherent to synchronized depended exponentially on $N$ in the bistable regime ($k_1 < k < k_2$) and logarithmically for strong coupling ($k > k_2$).

To our knowledge, this work is the first to analyze spontaneous synchronization at constant coupling strength as a one-dimensional stochastic escape process. It is expected that the analysis presented in this paper is also valid for other Kuramoto-type models with hysteretic behavior [14,15,18].
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