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#### Abstract

We derive a class of matrix valued covariance functions where the direct and crosscovariance functions are Matérn. The parameters of the Matérn class are allowed to vary with location, yielding local variances, local ranges, local geometric anisotropies and local smoothnesses. We discuss inclusion of a nonconstant cross-correlation coefficient and a valid approximation. Estimation utilizes kernel smoothed empirical covariance matrices and a locally weighted minimum Frobenius distance that yields local parameter estimates at any location. We derive the asymptotic mean squared error of our kernel smoother and discuss the case when multiple field realizations are available. Finally, the model is illustrated on two datasets, one a synthetic bivariate one-dimensional spatial process, and the second a set of temperature and precipitation model output from a regional climate model.
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## 1. Introduction

Spatial modeling is useful in a wide variety of sciences, including meteorology, hydrology, earth science, environmental monitoring and economics. Goals often include stochastic simulation, spatial interpolation and simple exploratory descriptions. The simplest modeling assumption used in practice is that of stationarity, where, for a random process $Z(\boldsymbol{x}), \boldsymbol{x} \in \mathbb{R}^{d}, d \geq 1$ we assume $\operatorname{Cov}(Z(\boldsymbol{x}), Z(\boldsymbol{y}))=C(\boldsymbol{x}-\boldsymbol{y})$, so that the covariance between the process at any two locations is a function of only the lag vector between those two locations. This assumption is often violated in practice, and so substantial research has been directed toward developing flexible nonstationary univariate spatial models. A second thread of recent research has been developing multivariate spatial models that can account for multiple spatial processes simultaneously, but most constructions are for stationary processes. Our goal is to develop a parametric nonstationary multivariate spatial model with locally varying parameter functions that can account for direct and cross-covariance nonstationarity.

Sampson and Guttorp [37] introduced a popular approach to modeling nonstationarity that involves transforming the original geographical locations to a deformation space in which the process is stationary and isotropic. Their idea provides an invaluable exploratory analysis tool, but the extension to the multivariate setting is not clear. An alternative is convolving spatially varying kernels with a Gaussian white noise process [19]. The motivation is that the physical process at any given point is a locally weighted average of a continuous underlying process. Fuentes [8] used a similar notion, but integrated against a stationary process, rather than simply white noise. Recently, Lindgren et al. [25] motivated a connection between Gaussian Markov random fields and Gaussian fields that can accommodate estimation and simulation of massive datasets with a nonstationary spatial model.

[^0]The Matérn class of correlation functions has become a standard stationary correlation function for univariate modeling [40,17]. In particular, the Matérn covariance function is

$$
\begin{equation*}
\operatorname{Cov}(Z(\boldsymbol{x}), Z(\boldsymbol{y}))=\sigma^{2} \frac{2^{1-v}}{\Gamma(v)}(a\|\boldsymbol{x}-\boldsymbol{y}\|)^{\nu} K_{v}(a\|\boldsymbol{x}-\boldsymbol{y}\|) \tag{1}
\end{equation*}
$$

where $K_{v}$ is a modified Bessel function of the second kind with order $v$ (where $v$ is the smoothness parameter), $a$ is a range parameter and $\sigma^{2}$ is the variance. The class can be extended to allow for anisotropy by replacing $a\|\boldsymbol{x}-\boldsymbol{y}\|$ with $\sqrt{(\boldsymbol{x}-\boldsymbol{y})^{\prime} \Sigma^{-1}(\boldsymbol{x}-\boldsymbol{y})}$ where $\Sigma$ is a positive definite $d \times d$ matrix. Using kernel convolution, a nonstationary, univariate Matérn correlation function was introduced by Paciorek and Schervish [33], allowing for spatially varying range and anisotropy, where $\Sigma \rightarrow \Sigma(\boldsymbol{x}, \boldsymbol{y})$. Their idea was extended by Stein [41] to include a spatially varying local variance and smoothness parameter, where $\sigma^{2} \rightarrow \sigma(\boldsymbol{x}) \sigma(\boldsymbol{y})$ and $v \rightarrow v(\boldsymbol{x}, \boldsymbol{y})$. The resulting model, as pointed out by Stein [41], is extremely flexible, and will typically require simplifying assumptions in practice. Anderes and Stein [2] introduced a local likelihood approach to estimating the nonstationary Matérn parameters. It is our belief that the nonstationary Matérn is useful for modeling, as it is very flexible, with three parameters that describe the local scale, local marginal variance and local process smoothness.

Multivariate spatial models are increasingly required in the geophysical sciences, for example in probabilistic weather forecasting, data assimilation and statistical analysis of climate model output, all of which involve multiple physical variables. To fix notation, consider a multivariate process $\mathbf{Z}(\boldsymbol{x})=\left(Z_{1}(\boldsymbol{x}), \ldots, Z_{p}(\boldsymbol{x})\right)^{\prime}$ with matrix valued covariance function

$$
\mathbf{C}(\boldsymbol{x}, \boldsymbol{y})=\left(\begin{array}{ccc}
C_{11}(\boldsymbol{x}, \boldsymbol{y}) & \cdots & C_{1 p}(\boldsymbol{x}, \boldsymbol{y})  \tag{2}\\
\vdots & \ddots & \vdots \\
C_{p 1}(\boldsymbol{x}, \boldsymbol{y}) & \cdots & C_{p p}(\boldsymbol{x}, \boldsymbol{y})
\end{array}\right) .
$$

Here, $C_{i j}(\boldsymbol{x}, \boldsymbol{y})=\operatorname{Cov}\left(Z_{i}(\boldsymbol{x}), Z_{j}(\boldsymbol{y})\right)$ where $C_{i i}$ are called the direct covariance functions, and $C_{i j}$ are the cross-covariance functions for $i \neq j$. The key difficulty is in specifying cross-covariance functions that result in a valid model, in that the proposed covariance matrix of $\left(\mathbf{Z}\left(\boldsymbol{x}_{1}\right)^{\prime}, \ldots, \mathbf{Z}\left(\boldsymbol{x}_{n}\right)^{\prime}\right)^{\prime}$ is nonnegative definite for any choices of $\boldsymbol{x}$. Most work assumes stationarity of $\mathbf{C}$ so that $\mathbf{C}(\boldsymbol{x}, \boldsymbol{y})=\mathbf{C}(\boldsymbol{x}-\boldsymbol{y})$, i.e. each direct covariance and cross-covariance function only depends on the lag vector $\boldsymbol{x}-\boldsymbol{y}$, and we note flexible, nonstationary multivariate models are rare in the current literature.

Mardia and Goodall [28] introduced separable cross-covariance functions, but the implication that all component processes share the same covariance structure is typically not justifiable in practice. Until recently, the most popular multivariate modeling framework has been the linear model of coregionalization [14,45]. The linear model of coregionalization was extended to the first plausible nonstationary multivariate model by Gelfand et al. [10] who allowed process coefficients to vary across space. Ver Hoef and Barry [44] introduced the kernel convolution approach, and the related covariance convolution idea was discussed by Gaspari and Cohn [9] and Majumdar and Gelfand [26]. Recently, covariance convolution has been extended to the nonstationary multivariate setting by Majumdar et al. [27], but often these models are difficult to interpret and require Monte Carlo simulation. Apanasovich and Genton [3] developed a multivariate spatio-temporal modeling framework relying on latent dimensions that can handle nonseparability and asymmetry. An extension to the spatial asymmetry problem was discussed by Li and Zhang [24]. Schlather [38] discussed building nonstationary multivariate spatio-temporal models via normal scale mixtures. Porcu and Zastavnyi [35] characterized a class of cross-covariance functions associated with multivariate random processes, with special attention to quasi-arithmetic constructions. Finally, most of the above techniques are not necessarily (without modification) valid on the globe; Jun [21] introduced a valid class of nonstationary cross-covariance models for global processes.

Gneiting et al. [12] developed a multivariate Matérn model where each constituent component $Z_{i}(\boldsymbol{x})$ has a stationary Matérn covariance function, and the cross-covariance functions fall into the Matérn class. For an arbitrary number of components $p$, they introduced the parsimonious Matérn model, where the $i$ th constituent process has variance $\sigma_{i}^{2}$, smoothness $v_{i}$ and all processes share the same scale $a$. The parsimonious model specifies the cross-covariance smoothness between the $i$ th and $j$ th processes to be $v_{i j}=\left(v_{i}+v_{j}\right) / 2$. Their ideas were extended to allow for arbitrary scale parameters for any number of components by Apanasovich et al. [4]. We extend the multivariate Matérn model to allow for spatially varying variance, scale and smoothness parameters. The resulting construction is very flexible, and will likely require simplifying assumptions in practice.

The main idea of this article is to allow the parameters of the multivariate Matern model to vary with location. Estimating locally varying parameter functions is challenging, and we describe an approach that relies on kernel smoothed empirical covariance functions. Local parameter estimates are obtained at single sites using a local weighting scheme that downweights remote locations, effectively viewing the process as locally stationary. An attractive property of our estimation procedure is that we do not make any Gaussianity assumption, and no matrix inversions or determinants are required. We also examine asymptotic properties of the kernel smoother, and derive the asymptotic mean squared error. Finally, we apply our estimation procedure to two examples, the first a synthetic bivariate one-dimensional series, and the second a set of bivariate temperature and precipitation model output from a regional climate model.

The article is outlined as follows: Section 2 introduces the nonstationary multivariate Matérn model with discussion of a spatially varying cross-correlation coefficient; Section 3 discusses estimation whereas Section 4 includes the mean squared
error of our kernel smoother. Section 5 illustrates the proposed model and estimation scheme on two sets of data, while finally Section 6 suggests possible extensions.

## 2. Nonstationary multivariate Matérn

The main result has been established in the univariate case in a technical report by Stein [41] and a recent approach to estimating nonstationary univariate Matérn fields by Anderes and Stein [2]. They rely on the basic approach used by Paciorek [32] as part of his dissertation, but extend his nonstationary Matérn to include locally varying smoothness and variance. The methodology of Paciorek and Schervish [33] and Stein [41] are special cases of a general result found by Porcu et al. [34].

Our main theorem relies on the following notation. First, consider the functions $\Sigma_{i}: \mathbb{R}^{d} \rightarrow P D_{d}(\mathbb{R})$ where $P D_{d}(\mathbb{R})$ is the set of real-valued positive definite $d$-dimensional square matrices, $\sigma_{i}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{+}$and $v_{i}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{+}$. These functions define the local range/anisotropy, variance and smoothness, respectively. To connect with the Matérn class, define $M_{v}(x)=x^{\nu} K_{v}(x)$ where $K_{v}(\cdot)$ is a modified Bessel function of the second kind with order $v$. The proof of the following theorem is deferred to the Appendix.
Theorem 1. Define $\Sigma_{i j}(\boldsymbol{x}, \boldsymbol{y})=\frac{1}{2}\left(\Sigma_{i}(\boldsymbol{x})+\Sigma_{j}(\boldsymbol{y})\right), \nu_{i j}(\boldsymbol{x}, \boldsymbol{y})=\frac{1}{2}\left(v_{i}(\boldsymbol{x})+v_{j}(\boldsymbol{y})\right), Q_{i j}(\boldsymbol{x}, \boldsymbol{y})=(\boldsymbol{x}-\boldsymbol{y})^{\prime} \Sigma_{i j}(\boldsymbol{x}, \boldsymbol{y})^{-1}(\boldsymbol{x}-\boldsymbol{y})$, and let the $p \times p$ matrix with $(i, j)$ th entry $\beta_{i j}$, where $\beta_{i i}=1$ and $\beta_{i j} \in[-1,1]$ for $i \neq j$ be symmetric and nonnegative definite. Then the matrix valued function with diagonal entries

$$
\begin{equation*}
C_{i i}(\boldsymbol{x}, \boldsymbol{y})=\frac{\sigma_{i}(\boldsymbol{x}) \sigma_{i}(\boldsymbol{y})}{\left|\Sigma_{i i}(\boldsymbol{x}, \boldsymbol{y})\right|^{1 / 2}} \mathrm{M}_{v_{i i}(\boldsymbol{x}, \boldsymbol{y})}\left(Q_{i i}(\boldsymbol{x}, \boldsymbol{y})^{1 / 2}\right) \tag{3}
\end{equation*}
$$

for $i=1, \ldots, p$ and off-diagonal entries

$$
\begin{equation*}
C_{i j}(\boldsymbol{x}, \boldsymbol{y})=\beta_{i j} \frac{\sigma_{i}(\boldsymbol{x}) \sigma_{j}(\boldsymbol{y})}{\left|\Sigma_{i j}(\boldsymbol{x}, \boldsymbol{y})\right|^{1 / 2}} \mathrm{M}_{v_{i j}(\boldsymbol{x}, \boldsymbol{y})}\left(Q_{i j}(\boldsymbol{x}, \boldsymbol{y})^{1 / 2}\right) \tag{4}
\end{equation*}
$$

for $i \neq j$ is a multivariate covariance function.
In the context of this theorem, $\beta_{i j} \Gamma\left(v_{i j}(\boldsymbol{x}, \boldsymbol{x})\right) / \sqrt{\Gamma\left(v_{i}(\boldsymbol{x})\right) \Gamma\left(v_{j}(\boldsymbol{x})\right)}$ is the co-located cross-correlation coefficient between the $i$ th and $j$ th processes (note that when $v_{i}(\boldsymbol{x})=v_{j}(\boldsymbol{x})$, then $\beta_{i j}$ is directly the cross-correlation coefficient). The parameter functions $\Sigma_{i}(\cdot)$ and $\nu_{i}(\cdot)$ have straightforward interpretations that are familiar from the stationary Matérn model. Here, $\Sigma_{i}(\cdot)$ is a locally varying geometric anisotropy matrix that allows the range of correlation to vary spatially, so that $Q_{i j}(\boldsymbol{x}, \boldsymbol{y})$ is the squared Mahalanobis distance accounting for local range and geometric anisotropy. $v_{i}(\cdot)$ is the local smoothness that contributes to the smoothness of field realizations. Care must be taken when interpreting $\sigma_{i}(\cdot)$, as it is not directly the local process standard deviation. The variance of process $i$ at a given location $\boldsymbol{x}$ is $\sigma_{i}^{2}(\boldsymbol{x}) \Gamma\left(v_{i i}(\boldsymbol{x}, \boldsymbol{x})\right) /\left(\left|\Sigma_{i i}(\boldsymbol{x}, \boldsymbol{x})\right|^{1 / 2} 2^{1-v_{i i}(\boldsymbol{x}, \boldsymbol{x})}\right)$.

The model of Theorem 1 can be viewed as a generalization of the multivariate Matérn model of Gneiting et al. [12]. In the special case of the parsimonious multivariate Matérn, $v_{i j}=v_{j i}=\frac{v_{i}+v_{j}}{2}$, which aligns with our assumption when $v_{i}(\cdot)=v_{i}$. Restricting $\sigma_{i}(\cdot)=\sigma_{i}$ and putting $\Sigma_{i}(\cdot)=\Sigma_{j}(\cdot)=a^{2}$, reduces our nonstationary model to the stationary parsimonious Matérn model up to normalization constants.

Our construction is a further generalization of the multivariate Matérn model of Gneiting et al. [12] in that we do not enforce a common scale assumption. Recently Apanasovich et al. [4] relaxed this common scale assumption and illustrated that in some cases interpolation improves with process-dependent scale parameters. The nonstationary model of Theorem 1 can be viewed as a partial generalization of Apanasovich et al. [4] in that we allow for each process to have distinct nonconstant geometric anisotropy functions, but do have the cross-covariance smoothness restriction that it is an average of the marginal smoothness functions.

Theorem 1 can be extended to allow for the cross-covariance smoothness function $v_{i j}(\cdot, \cdot)$ to be more flexible than the average of the two marginal smoothness functions, but the technical details become very cumbersome, and it is unclear that such a model would yield significant gains over the constrained cross-covariance smoothness here.

### 2.1. Nonstationary cross-correlation coefficient

Often the relationship between two variables evolves across space, where we may have $\operatorname{Cor}\left(Z_{i}(\boldsymbol{x}), Z_{j}(\boldsymbol{x})\right) \neq \operatorname{Cor}\left(Z_{i}(\boldsymbol{y})\right.$, $\left.Z_{j}(\boldsymbol{y})\right)$ when $\boldsymbol{x} \neq \boldsymbol{y}$. In Theorem 1, we tacitly assumed this cross-correlation is spatially constant, where $\beta_{i j}=\operatorname{Cor}\left(Z_{i}(\boldsymbol{x})\right.$, $\left.Z_{j}(\boldsymbol{x})\right)=\operatorname{Cor}\left(Z_{i}(\boldsymbol{y}), Z_{j}(\boldsymbol{y})\right)$. We consider relaxing this assumption, so that the cross-correlation coefficient $\beta_{i j}$ is a function of space. Let $\beta_{i j}: \mathbb{R}^{d} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ be such that the block matrix with blocks defined by $\left(\boldsymbol{\beta}_{i j}\right)_{k, \ell=1}^{n}=\beta_{i j}\left(\boldsymbol{x}_{k}, \boldsymbol{x}_{\ell}\right)$

$$
\boldsymbol{\beta}=\left(\begin{array}{cccc}
\mathbf{1} & \boldsymbol{\beta}_{12} & \cdots & \boldsymbol{\beta}_{1 p}  \tag{5}\\
\boldsymbol{\beta}_{21} & \mathbf{1} & \cdots & \vdots \\
\vdots & \vdots & \ddots & \vdots \\
\boldsymbol{\beta}_{p 1} & \cdots & \cdots & \mathbf{1}
\end{array}\right)
$$

is nonnegative definite, where $\mathbf{1}$ is a matrix of ones. Notice the entries for $\beta_{i i}(\cdot, \cdot)$ are ones, since $\beta_{i j}$ is a parameter function to describe between variable spatial cross-correlation, rather than within variable spatial correlation, which is accounted for in $C_{i i}(\cdot, \cdot)$. The hope is that (5) leads to

$$
\left(\begin{array}{ccc}
\mathbf{1} & \cdots & \boldsymbol{\beta}_{1 p}  \tag{6}\\
\vdots & \ddots & \vdots \\
\boldsymbol{\beta}_{p 1} & \cdots & \mathbf{1}
\end{array}\right) \odot\left(\begin{array}{ccc}
\mathbf{C}_{11} & \cdots & \mathbf{C}_{1 p} \\
\vdots & \ddots & \vdots \\
\mathbf{C}_{p 1} & \cdots & \mathbf{C}_{p p}
\end{array}\right)=\left(\begin{array}{ccc}
\mathbf{C}_{11} & \cdots & \boldsymbol{\beta}_{1 p} \odot \mathbf{C}_{1 p} \\
\vdots & \ddots & \vdots \\
\boldsymbol{\beta}_{p 1} \odot \mathbf{C}_{p 1} & \cdots & \mathbf{C}_{p p}
\end{array}\right)
$$

where $\left(\mathbf{C}_{i j}\right)_{k, \ell=1}^{n}=C_{i j}\left(\boldsymbol{x}_{k}, \boldsymbol{x}_{\ell}\right)$ as a valid construction. One way to ensure the Schur product (6) is nonnegative definite is if both (5) and the covariance matrix are nonnegative definite. However, the only valid functions $\beta_{i j}(\cdot, \cdot)$ for which (5) is nonnegative definite are constant functions. To see this, consider the case $p=2$; from Proposition 1.3.2 of [5], $\boldsymbol{\beta}$ is valid if and only if $\boldsymbol{\beta}_{12}=\mathbf{1}^{1 / 2} \mathbf{K} \mathbf{1}^{1 / 2}$ where $\mathbf{K}$ is a contraction matrix. Since $\mathbf{1}$ is a matrix of ones, its square root matrix is $\frac{1}{\sqrt{n}} \mathbf{1}$. Performing the matrix multiplication shows that $\boldsymbol{\beta}_{12}$ is a matrix of constants (each entry being the sum of the elements of $\mathbf{K}$ ), regardless of the choice of $\mathbf{K}$.

In practice, using nonconstant functions $\beta_{i j}(\boldsymbol{x}, \boldsymbol{y})$ can lead to (6) being valid, even if $\boldsymbol{\beta}$ is not nonnegative definite, as the Schur product of two nonnegative definite matrices retaining nonnegative definiteness is only a sufficient condition, not a necessary one. We provide two approximate solutions to this problem, both of which generate a matrix $\boldsymbol{\beta}$. The first approach is not guaranteed to work for all choices of locations, but often works in practice as we will see below, the second choice uses a positive definite approximation to $\boldsymbol{\beta}$ that guarantees validity but does not ensure $\boldsymbol{\beta}_{i i}$ is made up of only ones.

We close this section by noting that care must be taken when interpreting $\beta_{i j}(\boldsymbol{x}, \boldsymbol{x})$, as it is the exact co-located crosscorrelation between processes $i$ and $j$ only when $v_{i}(\boldsymbol{x})=v_{j}(\boldsymbol{x})$. Otherwise, $\beta_{i j}(\boldsymbol{x}, \boldsymbol{x})$ must be multiplied by the correction factor $\Gamma\left(v_{i j}(\boldsymbol{x}, \boldsymbol{x})\right) / \sqrt{\Gamma\left(v_{i}(\boldsymbol{x})\right) \Gamma\left(v_{j}(\boldsymbol{x})\right)}$ to garner the correct co-located cross-correlation coefficient.

## 3. Estimation

Unless there is a simplifying parametric form for the nonstationary covariance function parameters $\Sigma(\cdot), \sigma(\cdot), \nu(\cdot)$ and $\beta(\cdot, \cdot)$, estimation can be difficult. Paciorek and Schervish [33] suggested two approaches to local univariate covariance function estimation, the first of which involved deterministically splitting the domain into disjoint regions and fitting stationary (but anisotropic) models within each region separately. Their second idea was to parameterize the anisotropy function $\Sigma(\cdot)$ in such a way that guarantees positive definiteness by using a spectral decomposition, and then approaching estimation via a Bayesian hierarchical model. The local scale function then varies smoothly across space by requiring its eigenvalues and eigenvectors to vary smoothly. The main concern with this approach is that there is no way to estimate the locally varying coefficient $\beta(\cdot, \cdot)$, and for large datasets that are becoming more common in practice, the Bayesian approach is not computationally feasible without some simplifying assumptions. We also mention that this requires a number of parametric assumptions including multivariate Gaussianity of the likelihood as well as prior distributions.

Another option is the local likelihood approach of Anderes and Stein [2], where likelihood functions are set up at individual locations that put more weight on nearby observations with remote sites receiving little weight. Then, a stationary model is estimated at the individual locations, and finally these local estimates form a partial observation of the parameter functions. This approach requires a likelihood assumption, typically multivariate Gaussianity for spatial processes. A second concern with local likelihood is that for large spatial datasets, it is not feasible to gather the determinants and inverses of the large number of covariance matrices required in the likelihood functions.

We seek an estimation procedure that does not impose any probabilistic assumptions on the multivariate process apart from the existence of the first and the second moment. We propose an estimation approach that is feasible for large datasets, and only imposes the parametric assumptions of those contained within the covariance model. The approach has two steps, first estimating the cross-correlation functions $\beta_{i j}(\cdot, \cdot)$, and then the local Matérn parameters.

### 3.1. Cross-correlation coefficient

We begin with an estimate of the cross-covariance matrix at arbitrary locations using a kernel smoothed empirical covariance matrix. Suppose we observe the mean zero $p$-variate process $\mathbf{Z}(\boldsymbol{s})=\left(Z_{1}(\boldsymbol{s}), \ldots, Z_{p}(\boldsymbol{s})\right)^{\prime}$ at locations $\boldsymbol{s}=\boldsymbol{s}_{1}, \ldots, \boldsymbol{s}_{n}$. Define the kernel smoothed cross-covariance estimate between processes $i$ and $j$ at locations $\boldsymbol{x}$ and $\boldsymbol{y}$, respectively, as

$$
\begin{equation*}
\hat{c}_{i j}(\boldsymbol{x}, \boldsymbol{y})=\frac{\sum_{k=1}^{n} K_{\lambda}\left(\left\|\boldsymbol{x}-\boldsymbol{s}_{k}\right\|\right)^{\frac{1}{2}} K_{\lambda}\left(\left\|\boldsymbol{y}-\boldsymbol{s}_{k}\right\|\right)^{\frac{1}{2}} Z_{i}\left(\boldsymbol{s}_{k}\right) Z_{j}\left(\boldsymbol{s}_{k}\right)}{\left(\sum_{k=1}^{n} K_{\lambda}\left(\left\|\boldsymbol{x}-\boldsymbol{s}_{k}\right\|\right)\right)^{\frac{1}{2}}\left(\sum_{k=1}^{n} K_{\lambda}\left(\left\|\boldsymbol{y}-\boldsymbol{s}_{k}\right\|\right)\right)^{\frac{1}{2}}} . \tag{7}
\end{equation*}
$$

Here, $K_{\lambda}(\cdot)$ is a nonnegative kernel function with bandwidth $\lambda$, such as $K_{\lambda}(h)=\exp (-h / \lambda)$. The denominator is a standardization factor that ensures $\hat{C}_{i j}(\boldsymbol{x}, \boldsymbol{x})$ is unbiased when the cross-correlation is spatially constant. If more than one realization of the multivariate field is available, simply take the average of ( 7 ) over all realizations.

If $\hat{\mathbf{C}}(\boldsymbol{x}, \boldsymbol{y})$ is a matrix with $(i, j)$ th entry $\hat{C}_{i j}(\boldsymbol{x}, \boldsymbol{y})$, then the block matrix $\hat{\mathbf{C}}$ with $(k, \ell)$ th block $\hat{\mathbf{C}}\left(\boldsymbol{x}_{k}, \boldsymbol{x}_{\ell}\right)$ is nonnegative definite for any choices of $\boldsymbol{x}=\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{m}$, not necessarily the same as the observation locations. The proof involves tedious, but straightforward algebra, writing $\boldsymbol{a}$ ' $\hat{\mathbf{C}} \boldsymbol{a}$ for arbitrary $\boldsymbol{a}$, and expanding. Now, $\hat{C}_{i j}(\boldsymbol{x}, \boldsymbol{y})$ is an estimate of $\operatorname{Cov}\left(Z_{i}(\boldsymbol{x}), Z_{j}(\boldsymbol{y})\right)$ and $\operatorname{Cov}\left(Z_{j}(\boldsymbol{x}), Z_{i}(\boldsymbol{y})\right)$, due to the symmetric definition of $\hat{C}$ with respect to process label and both arguments. This symmetry assumption has been discussed by Apanasovich and Genton [3] and relaxed by Li and Zhang [24] who develop a parametric method for inducing asymmetry in a multivariate model. The nonparametric estimator of (7) relies only on co-located cross-products; if substantial asymmetry were suspected, the practitioner would adopt the approach of Li and Zhang [24] combined with our nonparametric procedure.

For co-located cross-covariance estimation, $\hat{\mathbf{C}}(\boldsymbol{x}, \boldsymbol{x})$ is the same as the estimator introduced by Jun et al. [22]. Our estimator is an extension as it is available at any pair of locations, and generates a nonnegative definite matrix when multiple locations are considered simultaneously, whereas Jun et al. [22] examined cross-covariances at single sites with no multivariate spatial model.

The first step in our estimation procedure estimates $\beta_{i j}(\boldsymbol{x}, \boldsymbol{y})$ from

$$
\hat{\gamma}_{i j}(\boldsymbol{x}, \boldsymbol{y})=\frac{\hat{C}_{i j}(\boldsymbol{x}, \boldsymbol{y})}{\sqrt{\hat{C}_{i i}(\boldsymbol{x}, \boldsymbol{x}) \hat{C}_{j j}(\boldsymbol{y}, \boldsymbol{y})}}
$$

for all $i \neq j$, where we set $\hat{\gamma}_{i i}(\boldsymbol{x}, \boldsymbol{y})=1$ for the diagonal blocks. To convert from $\gamma_{i j}(\boldsymbol{x}, \boldsymbol{y})$ to $\beta_{i j}(\boldsymbol{x}, \boldsymbol{y})$, we use

$$
\hat{\beta}_{i j}(\boldsymbol{x}, \boldsymbol{y})=\hat{\gamma}_{i j}(\boldsymbol{x}, \boldsymbol{y}) \frac{\sqrt{\Gamma\left(v_{i}(\boldsymbol{x})\right) \Gamma\left(v_{j}(\boldsymbol{x})\right)}}{\Gamma\left(v_{i j}(\boldsymbol{x}, \boldsymbol{x})\right)}
$$

If $v_{i}(\boldsymbol{x})=\nu_{j}(\boldsymbol{x}), \hat{\gamma}_{i j}(\boldsymbol{x}, \boldsymbol{x})$ is an appropriate estimate of $\beta_{i j}(\boldsymbol{x}, \boldsymbol{x})$ but otherwise requires this correction factor, an estimate of which we gather in the next section.

We have that $\hat{C}_{i i}(\boldsymbol{x}, \boldsymbol{x})$ is always positive and hence $\hat{\beta}_{i j}(\boldsymbol{x}, \boldsymbol{y})$ is well defined. This is an attractive property of our proposed estimator, as using a smoothed full empirical covariance matrix, rather than co-located cross products, can potentially generate negative covariances in the denominator, invalidating $\hat{\beta}_{i j}$ as an estimator.

The smoothed estimator (7) implies that $\hat{\beta}_{i j}(\boldsymbol{x}, \boldsymbol{y})$ for $\boldsymbol{x} \neq \boldsymbol{y}$ only depends on co-located products $Z_{i}(\boldsymbol{s}) Z_{j}(\boldsymbol{s})$. This is intentional, as it is exceedingly difficult to separate the identification of the spatially varying cross-correlation implied by $\beta_{i j}(\boldsymbol{x}, \boldsymbol{y})$ from that implied by $\mathrm{M}_{v_{i j}(\boldsymbol{x}, \boldsymbol{y})}\left(Q_{i j}(\boldsymbol{x}, \boldsymbol{y})^{1 / 2}\right)$. Thus, our estimation approach implicitly assumes that the co-located cross-correlations $\beta_{i j}(\boldsymbol{x}, \boldsymbol{x})$ are the most important facet, and $\beta_{i j}(\boldsymbol{x}, \boldsymbol{y})$ are of secondary interest.

Converting from (7) to $\hat{\beta}_{i j}(\boldsymbol{x}, \boldsymbol{y})$ loses the nonnegative definiteness condition required of (5), but is close to the parameter estimates we seek. In our experience, directly using $\hat{\beta}_{i j}(\boldsymbol{x}, \boldsymbol{y})$ often produces a valid covariance matrix (6), but if the constraint on (5) is of utmost importance in other settings, we recommend using the nearest (in the sense of Frobenius norm) matrix that satisfies the nonnegative definiteness constraint. The notion of using the nearest valid covariance matrix was employed by Genton [11] for fast approximation of space-time covariance matrices, although in our case we do not consider temporal structures. The nearest positive definite matrix can be found by the method described in [20]; see also [6] along these lines (such a function is readily available in R using the Matrix package). Using the nearest positive definite matrix $\hat{\boldsymbol{\beta}}_{P D}$ guarantees that the product (6) is nonnegative definite, but may imply small multiplicative bias factors in the covariance entries $\mathbf{C}_{i i}$ for $i=1, \ldots, p$. At this point, we consider the estimates $\hat{\beta}_{i j}(\boldsymbol{x}, \boldsymbol{y})$ fixed, and turn to the local Matérn parameters.

### 3.2. Marginal parameter functions

To estimate the parameter functions $\sigma_{i}(\cdot), \Sigma_{i}(\cdot)$ and $\nu_{i}(\cdot)$, we use a smoothed full empirical covariance matrix $\hat{\mathbf{C}}_{e}$ and consider a local minimum Frobenius distance, $\|\cdot\|_{F}$. The basic idea is to estimate stationary covariance models which are weighted heavily at a location of interest and downweighted at remote locations. In essence, we are viewing the multivariate process as locally stationary, and our local parameter estimates we then tie together.

The smoothed full empirical covariance matrix we use is a variation on that of Oehlert [31], see also [16,23], where

$$
\begin{equation*}
\hat{C}_{e, i j}(\boldsymbol{x}, \boldsymbol{y})=\frac{\sum_{k=1}^{n} \sum_{\ell=1}^{n} K_{\lambda}\left(\left\|\boldsymbol{x}-\boldsymbol{s}_{k}\right\|\right) K_{\lambda}\left(\left\|\boldsymbol{y}-\boldsymbol{s}_{\ell}\right\|\right) Z_{i}\left(\boldsymbol{s}_{k}\right) Z_{j}\left(\boldsymbol{s}_{\ell}\right)}{\sum_{k=1}^{n} \sum_{\ell=1}^{n} K_{\lambda}\left(\left\|\boldsymbol{x}-\boldsymbol{s}_{k}\right\|\right) K_{\lambda}\left(\left\|\boldsymbol{y}-\boldsymbol{s}_{\ell}\right\|\right)} . \tag{8}
\end{equation*}
$$

Our version of this nonparametric spatial covariance estimator is geared toward multivariate processes, while other authors have used it in the univariate case. Note the difference between (7) and (8) is that (8) includes all possible cross product terms between process $i$ and $j$, while (7) only used co-located products. In this second stage of estimation we focus on the functional form of covariance and cross-covariance, while in the first stage our goal was to secure an estimate of the colocated cross-correlation. The smoothed empirical block matrix $\hat{\mathbf{C}}_{e}$ is made up of pairwise location blocks $\hat{\mathbf{C}}_{e}(\boldsymbol{x}, \boldsymbol{y})$, which
follows the definition of (2). If more than one realization of the multivariate field is available, simply take the average of (8) over realizations.

At a fixed location $\boldsymbol{s}$, the local estimates of $\sigma_{i}(\boldsymbol{s}), \Sigma_{i}(\boldsymbol{s})$ and $v_{i}(\boldsymbol{s})$ are found via

$$
\begin{equation*}
\min _{\sigma_{i}(\boldsymbol{s}), \Sigma_{i}(\mathbf{s}), v_{i}(\boldsymbol{s}), \forall i}\left\|W_{\lambda}(\boldsymbol{s}) \odot\left(\mathbf{C}_{M}(\boldsymbol{s})-\hat{\mathbf{C}}_{e}\right)\right\|_{F} . \tag{9}
\end{equation*}
$$

Here, $\mathbf{C}_{M}(\boldsymbol{s})$ is the theoretical multivariate Matérn covariance matrix holding all parameter functions equal to the local function values $\sigma_{i}(\boldsymbol{s}), \Sigma_{i}(\boldsymbol{s})$ and $v_{i}(\boldsymbol{s})$. For example, $\mathbf{C}_{M}(\boldsymbol{s})$ specifies

$$
\operatorname{Cov}\left(Z_{i}(\boldsymbol{x}), Z_{i}(\boldsymbol{y})\right)=\frac{\sigma_{i}(\boldsymbol{s}) \sigma_{i}(\boldsymbol{s})}{\left|\Sigma_{i i}(\boldsymbol{s}, \boldsymbol{s})\right|^{1 / 2}} M_{v_{i i}(\boldsymbol{s}, \boldsymbol{s})}\left(Q_{i i, M}(\boldsymbol{x}, \boldsymbol{y})^{1 / 2}\right)
$$

where $Q_{i j, M}(\boldsymbol{x}, \boldsymbol{y})=(\boldsymbol{x}-\boldsymbol{y})^{\prime} \Sigma_{i j}(\boldsymbol{s}, \boldsymbol{s})^{-1}(\boldsymbol{x}-\boldsymbol{y})$. The cross-covariances in $\mathbf{C}_{M}(\boldsymbol{s})$ are

$$
\operatorname{Cov}\left(Z_{i}(\boldsymbol{x}), Z_{j}(\boldsymbol{y})\right)=\hat{\beta}_{i j}(\boldsymbol{x}, \boldsymbol{y}) \frac{\sigma_{i}(\boldsymbol{s}) \sigma_{j}(\boldsymbol{s})}{\left|\Sigma_{i j}(\boldsymbol{s}, \boldsymbol{s})\right|^{1 / 2}} \mathrm{M}_{v_{i j}(\boldsymbol{s}, \boldsymbol{s})}\left(Q_{i j, M}(\boldsymbol{x}, \boldsymbol{y})^{1 / 2}\right) .
$$

Notice the inclusion of $\hat{\beta}_{i j}(\boldsymbol{x}, \boldsymbol{y})$, which requires taking the estimate $\hat{\gamma}_{i j}(\boldsymbol{x}, \boldsymbol{y})$ multiplied by the correction $\sqrt{\Gamma\left(v_{i}(\boldsymbol{s})\right) \Gamma\left(v_{j}(\boldsymbol{s})\right)}$ $/ \Gamma\left(v_{i j}(\boldsymbol{s}, \boldsymbol{s})\right)$. The matrix $W_{\lambda}(\boldsymbol{s})$ in (9) is a weight matrix that puts more weight on location pairs near $\boldsymbol{s}$, and downweights location pairs that are far away from $\boldsymbol{s}$. The entry of the weight matrix that matches the $(\boldsymbol{x}, \boldsymbol{y})$ pair of both $\mathbf{C}_{M}(\boldsymbol{s})$ and $\hat{\mathbf{C}}_{e}$ is $K_{\lambda}(\|\boldsymbol{s}-\boldsymbol{x}\|) K_{\lambda}(\|\boldsymbol{s}-\boldsymbol{y}\|)$.

The minimization in (9) is performed at all locations of interest, resulting in local estimates $\hat{\sigma}_{i}(\boldsymbol{s}), \hat{\Sigma}_{i}(\boldsymbol{s})$ and $\hat{\nu}_{i}(\boldsymbol{s})$ for $i=1, \ldots, p$. One technical problem is that the estimates $\hat{\Sigma}_{i}(\boldsymbol{s})$ will not necessarily result in a positive definite map $\hat{\Sigma}_{i} \rightarrow P D_{d}(\mathbb{R})$. However, if $\hat{\Sigma}_{i}$ is diagonal with positive entries, the function estimate is nonnegative definite. Otherwise, one would take our spatially varying estimate $\hat{\Sigma}_{i}(\cdot)$ and find the nearest (in the sense of the Frobenius norm) positive definite function, guaranteeing a valid model.

In the next section, we discuss the asymptotic properties of the kernel estimator (8) under infill asymptotics and increasing realizations. As we will see, in certain cases the results suggest that, with many observations within the domain, as well as many replications of the multivariate process, the optimal bandwidth is very small, and rather than using a kernel smoothed estimator in (9), it may be possible to use the method of moments estimator for $\hat{\mathbf{C}}_{e}$. The tradeoff is that, for small sample sizes with very few realizations, the method of moments estimator can be highly erratic, and there is benefit to using the kernel smoothed estimator (8).

### 3.3. Bandwidth parameter

The above estimation procedure heavily relies on smoothed empirical covariances, which requires a choice of the smoothing parameter $\lambda$. One general option is to choose a bandwidth parameter $\lambda$ based on physical knowledge of the system of interest, for example [22] use $\lambda=800 \mathrm{~km}$ for climate model biases, based on an argument of typical length scale for climatological temperature averages. The alternative approach is to use the data to inform an appropriate bandwidth choice, typically leaving out either a realization, or a single location and using a form of cross-validation to identify $\lambda$.

Multiple realizations are often available in the geophysical sciences, for example weather fields are simulated or observed on time scales ranging from hourly to monthly for forecasting or climate modeling purposes. When multiple realizations are available ( $N>1$ ), one approach to cross-validation is to leave one realization out and minimize the squared prediction error $\sum_{i=1}^{N}\left\|\hat{\mathbf{C}}^{[-i]}-\hat{\mathbf{C}}^{i}\right\|_{F}$ where $\hat{\mathbf{\mathbf { C }}}^{[-i]}$ is the kernel smoothed empirical covariance matrix based on all realizations except the $i$ th, and $\hat{\mathbf{c}}^{i}$ is the empirical covariance matrix based on only the $i$ th realization. Alternatively, if only a single realization is available, the modeler can leave out location pairs and minimize the squared residual of spatial prediction based on the remaining locations. In particular, with observation locations $\boldsymbol{s}=\boldsymbol{s}_{1}, \ldots, \boldsymbol{s}_{n}$, the minimization criterion is

$$
\begin{equation*}
\sum_{i, j=1}^{p} \sum_{k, \ell=1}^{n}\left(\hat{C}_{i, j, k, \ell}\left(\boldsymbol{s}_{k}, \boldsymbol{s}_{\ell}\right)-\hat{C}_{i, j,-k,-\ell}\left(\boldsymbol{s}_{k}, \boldsymbol{s}_{\ell}\right)\right)^{2} \tag{10}
\end{equation*}
$$

where $\hat{C}_{i, j, k, \ell}\left(\boldsymbol{s}_{k}, \boldsymbol{s}_{\ell}\right)$ is the empirical estimate of $\operatorname{Cov}\left(Z_{i}\left(\boldsymbol{s}_{k}\right), Z_{j}\left(\boldsymbol{s}_{\ell}\right)\right)$ based on observations only at locations $\boldsymbol{s}_{k}$ and $\boldsymbol{s}_{\ell}$, and $\hat{C}_{i, j,-k,-\ell}\left(\boldsymbol{s}_{k}, \boldsymbol{s}_{\ell}\right)$ is the predicted estimate based on all other $\boldsymbol{s} \neq \boldsymbol{s}_{k}, \boldsymbol{s}_{\ell}$. This second method of bandwidth choice tends to favor smaller bandwidths, as it involves locally smoothing a typically highly variable estimate of the empirical covariance matrix. In this latter approach, it can be time consuming to leave out every pair of locations, and in our experience it often suffices to leave out only single locations, using

$$
\begin{equation*}
\sum_{i, j=1}^{p} \sum_{k=1}^{n}\left(\hat{C}_{i, j, k}\left(\boldsymbol{s}_{k}, \boldsymbol{s}_{k}\right)-\hat{C}_{i, j,-k}\left(\boldsymbol{s}_{k}, \boldsymbol{s}_{k}\right)\right)^{2} \tag{11}
\end{equation*}
$$

which yields bandwidth estimates very similar to (10). It is well known that cross-validation typically generates small bandwidths, and often produces noisier estimates, but in our experience the optimal bandwidth has worked well, though there are other options for bandwidth selection [46].

## 4. Asymptotic mean squared error

When using a kernel smoother such as (8), it is natural to examine the estimator's sampling properties. We derive the asymptotic bias and variance, requiring mild assumptions on the underlying covariance structure and kernel function. In particular, we derive an expression for the asymptotic mean squared error (MSE) of the kernel smoother (8), which is our estimator for $C_{i j}(\boldsymbol{x}, \boldsymbol{y})=\operatorname{Cov}\left(Z_{i}(\boldsymbol{x}), Z_{j}(\boldsymbol{y})\right)$. For the following, suppose the sample locations $\boldsymbol{s}_{i} \in \mathscr{D} \subseteq \mathbb{R}^{d}, i=1, \ldots, n$ are deterministic draws from a probability measure $F$ on $\mathscr{D}$ where $\mathscr{D}$ is a hyperrectangle such that the empirical probability measure $F_{n}$ satisfies $\sup _{\boldsymbol{t} \in \mathcal{D}}\left|F_{n}(\boldsymbol{t})-F(\boldsymbol{t})\right|=\mathcal{O}\left(n^{-1 / d}\right)$. This convergence rate holds, for example, when $F$ is the uniform cumulative distribution function (cdf) on $\mathscr{D}=[0,1]^{d}$, and $F_{n}$ is the empirical cdf of the regular grid $\otimes_{i=1}^{d} \frac{1}{n}\{1, \ldots, n\}$. We also assume $\boldsymbol{x}, \boldsymbol{y} \notin \partial \mathcal{D}$, with $n \rightarrow \infty$ and $\lambda \sim n^{-1 / d+\varepsilon}$ for some small $\varepsilon>0$.

### 4.1. Asymptotic bias

In this subsection, we only assume the kernel function $K_{\lambda}(\cdot)$ is mean zero and integrates to one. In the next section we will require that the kernel is a Gaussian function, but the asymptotic bias results do not depend on this assumption. Assume the covariance function $C_{i j}(\cdot, \cdot)$ is twice differentiable, and whose Hessian matrix satisfies a Lipschitz condition in that, using the induced matrix norm, $\left\|D^{2} C_{i j}\left(\boldsymbol{a}_{1}\right)-D^{2} C_{i j}\left(\boldsymbol{a}_{2}\right)\right\| \leq M\left\|\boldsymbol{a}_{1}-\boldsymbol{a}_{2}\right\|^{\gamma}$, for all $\boldsymbol{a}_{1}, \boldsymbol{a}_{2} \in \mathscr{D} \times \mathscr{D}$ and some $M, \gamma>0$. This Lipschitz condition will be satisfied, for example, when $C_{i j}$ is three times differentiable with bounded third derivatives on $\mathscr{D}$.

Lemma 2. The asymptotic bias of (8) at (x, $\boldsymbol{y}$ ) is bounded by

$$
\begin{equation*}
\frac{\lambda^{2}}{2}\left|\int K(\boldsymbol{a}) \boldsymbol{a}^{\prime} \mathrm{D}^{2} C_{i j}(\boldsymbol{z}) \boldsymbol{a} \mathrm{d} F(\boldsymbol{a})\right|+\frac{M \lambda^{2+\gamma}}{2} \int K(\boldsymbol{a})\|\boldsymbol{a}\|^{2+\gamma} \mathrm{d} F(\boldsymbol{a})+\mathcal{O}\left(\frac{1}{n^{1 / d}}\right) \tag{12}
\end{equation*}
$$

where $\boldsymbol{a} \in \mathscr{D} \times \mathscr{D} \subseteq \mathbb{R}^{2 d}, \boldsymbol{z}=\left(\boldsymbol{x}^{\prime}, \boldsymbol{y}^{\prime}\right)^{\prime}, K(\boldsymbol{a})=K\left(a_{1}, \ldots, a_{d}\right) K\left(a_{d+1}, \ldots, a_{2 d}\right)$ and $D^{2} C_{i j}(\boldsymbol{z})$ is the Hessian matrix of $C_{i j}$ at $\boldsymbol{z}$.
In particular, as the bandwidth approaches zero, the empirical smoother loses bias at a rate of $\lambda^{2}$, and the estimator is asymptotically unbiased. The asymptotic bias is controlled by the curvature of the cross-covariance function, so that in areas where the covariance is quickly changing, this estimator incurs more bias than areas with relatively constant covariance.

### 4.2. Asymptotic variance

For the asymptotic variance, we add the assumption that the kernel is a Gaussian function. Define the product covariance function $R(\boldsymbol{t}, \boldsymbol{u}, \boldsymbol{v}, \mathbf{w})=\operatorname{Cov}\left(Z_{i}(\boldsymbol{t}) Z_{i}(\boldsymbol{u}), Z_{j}(\boldsymbol{v}) Z_{j}(\mathbf{w})\right)$, and suppose the Hessian matrix of $R$ satisfies a Lipschitz condition in the induced norm sense, in that $\left\|\mathrm{D}^{2} R\left(\boldsymbol{a}_{1}\right)-\mathrm{D}^{2} R\left(\boldsymbol{a}_{2}\right)\right\| \leq M_{R}\left\|\boldsymbol{a}_{1}-\boldsymbol{a}_{2}\right\|^{\gamma_{R}}$ for all $\boldsymbol{a}_{1}, \boldsymbol{a}_{2} \in \mathscr{D}^{4}=\mathscr{D} \times \mathscr{D} \times \mathscr{D} \times \mathscr{D}$ and some $M_{R}, \gamma_{R}>0$. We introduce the following notation, with $\mathrm{d} F\left(\boldsymbol{t}_{1}, \boldsymbol{t}_{2}, \boldsymbol{t}_{3}, \boldsymbol{t}_{4}\right)=\mathrm{d} F\left(\boldsymbol{t}_{1}\right) \mathrm{d} F\left(\boldsymbol{t}_{2}\right) \mathrm{d} F\left(\boldsymbol{t}_{3}\right) \mathrm{d} F\left(\boldsymbol{t}_{4}\right)$,

$$
\begin{aligned}
& A_{i_{1} i_{2} i_{3} i_{4}}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \boldsymbol{x}_{3}, \boldsymbol{x}_{4}\right)=\left|R\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \boldsymbol{x}_{3}, \boldsymbol{x}_{4}\right)\right| \iiint \int K\left(\boldsymbol{t}_{1}\right)^{i_{1}} K\left(\boldsymbol{t}_{2}\right)^{i_{2}} K\left(\boldsymbol{t}_{3}\right)^{i_{3}} K\left(\boldsymbol{t}_{4}\right)^{i_{4}} \mathrm{~d} F\left(\boldsymbol{t}_{1}, \boldsymbol{t}_{2}, \boldsymbol{t}_{3}, \boldsymbol{t}_{4}\right) \\
& B_{i_{1} i_{2} i_{3} i_{4}}=\frac{M_{R}}{2} \iiint \int K\left(\boldsymbol{t}_{1}\right)^{i_{1}} K\left(\boldsymbol{t}_{2}\right)^{i_{2}} K\left(\boldsymbol{t}_{3}\right)^{i_{3}} K\left(\boldsymbol{t}_{4}\right)^{i_{4}}\left\|\left(\boldsymbol{t}_{1}^{\prime}, \boldsymbol{t}_{2}^{\prime}, \boldsymbol{t}_{3}^{\prime}, \boldsymbol{t}_{4}^{\prime}\right)^{\prime}\right\|^{2+\gamma_{R}} \mathrm{~d} F\left(\boldsymbol{t}_{1}, \boldsymbol{t}_{2}, \boldsymbol{t}_{3}, \boldsymbol{t}_{4}\right) \\
& C_{i_{1} i_{2} i_{3} i_{4}}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \boldsymbol{x}_{3}, \boldsymbol{x}_{4}\right)= \left.\frac{1}{2} \right\rvert\, \iiint \int K\left(\boldsymbol{t}_{1}\right)^{i_{1}} K\left(\boldsymbol{t}_{2}\right)^{i_{2}} K\left(\boldsymbol{t}_{3}\right)^{i_{3}} K\left(\boldsymbol{t}_{4}\right)^{i_{4}}\left(\boldsymbol{t}_{1}^{\prime}, \boldsymbol{t}_{2}^{\prime}, \boldsymbol{t}_{3}^{\prime}, \boldsymbol{t}_{4}^{\prime}\right) \\
& \times \mathrm{D}^{2} R\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \boldsymbol{x}_{3}, \boldsymbol{x}_{4}\right)\left(\boldsymbol{t}_{1}^{\prime}, \boldsymbol{t}_{2}^{\prime}, \boldsymbol{t}_{3}^{\prime}, \boldsymbol{t}_{4}^{\prime}\right)^{\prime} \mathrm{d} F\left(\boldsymbol{t}_{1}, \boldsymbol{t}_{2}, \boldsymbol{t}_{3}, \boldsymbol{t}_{4}\right) \mid
\end{aligned}
$$

where $\sum_{j=1}^{4} i_{j}=4$, and such that whenever any entry $i_{j}>1$, the subsequent $i_{j}-1$ indices are zero, with the $i_{j}$ corresponding arguments equal. For example, if $\left(i_{1} i_{2} i_{3} i_{4}\right)=(1201)$, then $R$ is evaluated at $\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \boldsymbol{x}_{2}, \boldsymbol{x}_{3}\right)$; note in this case derivatives of $R$ are taken in $\mathscr{D}^{3}$, due to the equality of second and third arguments. Now with the definition

$$
W_{i_{1} i_{2} i_{3} i_{4}}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \boldsymbol{x}_{3}, \boldsymbol{x}_{4}\right)=A_{i_{1} i_{2} i_{3} i_{4}}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \boldsymbol{x}_{3}, \boldsymbol{x}_{4}\right)+\lambda^{2+\gamma_{\mathrm{R}}} B_{i_{1} i_{2} i_{3} i_{4}}+\lambda^{2} C_{i_{1} i_{2} i_{3} i_{4}}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \boldsymbol{x}_{3}, \boldsymbol{x}_{4}\right)
$$

we are ready to describe the asymptotic variance of $\hat{C}_{e, i j}(\boldsymbol{x}, \boldsymbol{y})$.

Lemma 3. The asymptotic variance $\operatorname{Var} \hat{C}_{e, i j}(\boldsymbol{x}, \boldsymbol{y})$ is bounded by

$$
\begin{aligned}
& W_{1111}(\boldsymbol{x}, \boldsymbol{x}, \boldsymbol{y}, \boldsymbol{y})+\frac{1}{n \lambda^{d}}\left(W_{2011}(\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{y})+W_{1120}(\boldsymbol{x}, \boldsymbol{x}, \boldsymbol{y})+4 e^{-\frac{1}{2}\left(\frac{x-y}{\lambda}\right)^{2}} W_{1201}\left(\boldsymbol{x}, \frac{\boldsymbol{x}+\boldsymbol{y}}{2}, \boldsymbol{y}\right)\right) \\
& +\frac{1}{\left(n \lambda^{d}\right)^{2}}\left(W_{2020}(\boldsymbol{x}, \boldsymbol{y})+2 e^{-\left(\frac{x-\boldsymbol{y}}{\lambda}\right)^{2}} W_{2020}\left(\frac{\boldsymbol{x}+\boldsymbol{y}}{2}, \frac{\boldsymbol{x}+\boldsymbol{y}}{2}\right)+2 e^{-\frac{2}{3}\left(\frac{x-y}{\lambda}\right)^{2}} W_{3001}\left(\frac{2 \boldsymbol{x}+\boldsymbol{y}}{3}, \boldsymbol{y}\right)\right. \\
& \left.+2 e^{-\frac{2}{3}\left(\frac{x-\boldsymbol{y}}{\lambda}\right)^{2}} W_{1300}\left(\boldsymbol{x}, \frac{\boldsymbol{x}+2 \boldsymbol{y}}{3}\right)\right)+\frac{1}{\left(n \lambda^{d}\right)^{3}} e^{-\left(\frac{x-y}{\lambda}\right)^{2}} W_{4000}\left(\frac{\boldsymbol{x}+\boldsymbol{y}}{2}\right)+\mathcal{O}\left(\frac{1}{n^{1 / d}}\right) .
\end{aligned}
$$

For sake of space, we suppress the redundant entries in $W$ above, where, for instance, $W_{2011}(\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{y})=W_{2011}(\boldsymbol{x}, \boldsymbol{x}, \boldsymbol{y}, \boldsymbol{y})$. The utility of this lemma is that it breaks up the asymptotic variance into pieces that decay at increasing powers of $\left(n \lambda^{d}\right)^{-1}$. If the Gaussian kernel assumption were relaxed, the leading terms $W_{1111}, W_{2011}, W_{1120}$ and $W_{2020}$ would not change, while the terms with exponential coefficients would instead involve $\lambda$ in the integrals $A, B$ and $C$.

Lemma 3 implies $\hat{C}_{e, i j}(\boldsymbol{x}, \boldsymbol{y})$ is not consistent unless there are increasing numbers of realizations of the random field. This has been a common theme for kernel smoothing of dependent data in one dimension [1].

### 4.3. Asymptotic MSE

Combining Lemmas 2 and 3 leads to the following result.
Theorem 4. Define

$$
\begin{equation*}
\Lambda(\lambda, \boldsymbol{x}, \boldsymbol{y})=|R(\boldsymbol{x}, \boldsymbol{x}, \boldsymbol{y}, \boldsymbol{y})|+\lambda^{2} C_{1111}(\boldsymbol{x}, \boldsymbol{x}, \boldsymbol{y}, \boldsymbol{y})+\frac{1}{n \lambda^{d}}\left(A_{2011}(\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{y})+A_{1120}(\boldsymbol{x}, \boldsymbol{x}, \boldsymbol{y})\right), \tag{13}
\end{equation*}
$$

then

$$
\begin{equation*}
\left|\frac{\operatorname{MSE}\left(\hat{C}_{e, i j}(\boldsymbol{x}, \boldsymbol{y})\right)}{\Lambda(\lambda, \boldsymbol{x}, \boldsymbol{y})}-1\right| \rightarrow_{\text {a.s. }} 0 \tag{14}
\end{equation*}
$$

as $n \rightarrow \infty$ and $\lambda \sim n^{-1 / d+\varepsilon}$ for some small $\varepsilon>0$.
Corollary 5. The bandwidth that minimizes the pointwise asymptotic mean squared error is

$$
\begin{equation*}
\hat{\lambda}_{\mathrm{MSE}}(\boldsymbol{x}, \boldsymbol{y})=\frac{1}{n^{1 /(d+2)}}\left(\frac{d\left(A_{2011}(\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{y})+A_{1120}(\boldsymbol{x}, \boldsymbol{x}, \boldsymbol{y})\right)}{2 C_{1111}(\boldsymbol{x}, \boldsymbol{x}, \boldsymbol{y}, \boldsymbol{y})}\right)^{1 /(d+2)} \tag{15}
\end{equation*}
$$

or alternatively the mean integrated square error

$$
\begin{equation*}
\hat{\lambda}_{\text {MISE }}=\frac{1}{n^{1 /(d+2)}}\left(\frac{d \iint_{\mathscr{D}^{2}}\left(A_{2011}(\boldsymbol{u}, \boldsymbol{v}, \boldsymbol{v})+A_{1120}(\boldsymbol{u}, \boldsymbol{u}, \boldsymbol{v})\right) \mathrm{d} \boldsymbol{u} \mathrm{~d} \boldsymbol{v}}{2 \iint_{\mathscr{D}^{2}} C_{1111}(\boldsymbol{u}, \boldsymbol{u}, \boldsymbol{v}, \boldsymbol{v}) \mathrm{d} \boldsymbol{u} \mathrm{~d} \boldsymbol{v}}\right)^{1 /(d+2)} \tag{16}
\end{equation*}
$$

When $\int t_{i} t_{j} K(\boldsymbol{t}) \mathrm{d} \boldsymbol{t}=0$ for $i \neq j \in\{1, \ldots, d\}$, writing $S(K)=\int K(\boldsymbol{t})^{2} \mathrm{~d} \boldsymbol{t}$ and $\mu_{2}(K)=\int t_{k}^{2} K(\boldsymbol{t}) \mathrm{d} \boldsymbol{t}$ for $k=1, \ldots, d$ yields a familiar representation

$$
\hat{\lambda}_{\mathrm{MSE}}(\boldsymbol{x}, \boldsymbol{y})=\frac{1}{n^{1 /(d+2)}}\left(\frac{S(K)}{\mu_{2}(K)} \frac{d|R(\boldsymbol{x}, \boldsymbol{x}, \boldsymbol{y}, \boldsymbol{y})|}{\left|\operatorname{tr}^{2} R(\boldsymbol{x}, \boldsymbol{x}, \boldsymbol{y}, \boldsymbol{y})\right|}\right)^{1 /(d+2)}
$$

involving the variance and the second moment of the kernel function.
In this situation of local dependence where we seek to estimate the covariance function, the optimal bandwidth shrinks at a rate of $n^{-1 / 3}$ for $d=1$, which is different than the typical rate of $n^{-1 / 5}$ encountered in mean function smoothing for independent data [7,46]. Hart and Wehrly [18] considered smoothing of one dimensional dependent data with repeated measurements and, under the assumption that the number of replications and sample size $n$ grow at the same rate, derived an optimal bandwidth on the same order as ours. Altman [1] derived an optimal bandwidth on the order of $n^{-1 / 5}$ for one dimensional dependent observations with a single realization and a stationary covariance function, but her proof heavily relies on the stationarity assumption with equally spaced design points and is not easily extended to the nonstationary or multivariate case.

Now suppose we have $N \geq 1$ independent realizations of the multivariate process. In this case, the controlling rate of decay of squared bias is on the order of $\lambda^{4}$, whereas the variance will now decay with $N$. The following theorem characterizes the rate decay of optimal bandwidth as a function of domain sample size, $n$, and number of realizations, $N$.

Theorem 6. Suppose there are $N \geq 1$ realizations of the multivariate process $\mathbf{Z}$ which has been observed at $n$ locations in the domain $\mathscr{D} \subseteq \mathbb{R}^{d}$. If $N \sim n^{\beta}$ and $\lambda \sim n^{-\alpha}$, then the order of optimal bandwidth depends on $\beta$ as

$$
\begin{equation*}
\alpha=\frac{1}{d+2} \tag{17}
\end{equation*}
$$

if $\beta<2 /(d+2)$, and

$$
\begin{equation*}
\alpha=\frac{\beta+1}{d+4} \tag{18}
\end{equation*}
$$

if $\beta \geq 2 /(d+2)$.
The proof relies on the fact that the asymptotic variance, with $N$ realizations, is of the form

$$
\begin{align*}
\operatorname{Var} \hat{C}_{e, i j}(\boldsymbol{x}, \boldsymbol{y})= & \frac{1}{N}|R(\boldsymbol{x}, \boldsymbol{x}, \boldsymbol{y}, \boldsymbol{y})|+\frac{\lambda^{2}}{N} C_{1111}(\boldsymbol{x}, \boldsymbol{x}, \boldsymbol{y}, \boldsymbol{y})+\frac{1}{n N \lambda^{d}}\left(A_{2011}(\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{y})\right.  \tag{19}\\
& \left.+A_{1120}(\boldsymbol{x}, \boldsymbol{x}, \boldsymbol{y})\right)+o\left(\frac{\lambda^{2}}{N}\right)+o\left(\frac{1}{n N \lambda^{d}}\right)+\mathcal{O}\left(\frac{1}{n^{1 / d} N}\right) \tag{20}
\end{align*}
$$

Simple algebra yields the result in Theorem 6. For practical purposes, Theorem 6 can provide a roadmap. In particular, in a situation where a modest number of independent realizations are available, one can choose a bandwidth parameter similar to the case with only one realization. However, once the crucial boundary $\beta \geq 2 /(d+2)$ is reached, the optimal bandwidth may be chosen as narrower than with fewer realizations. For example, in one dimension, as long as $\beta<1 / 3$, the same order of bandwidth as derived in Corollary 5 is valid, but when $\beta>1 / 3$ the rate of bandwidth decay is increasing with $\beta$.

## 5. Examples

We illustrate the nonstationary multivariate Matérn model and proposed estimation procedure using two sets of data, the first a synthetic bivariate one-dimensional spatial process, and the second a set of bivariate two-dimensional climate model output.

### 5.1. Bivariate one-dimensional spatial process

Our first example is a bivariate one-dimensional spatial process where both constituent processes are mean zero Gaussian processes with a nonstationary multivariate Matérn covariance structure, partially observed on the interval [0, 100]. We endow the bivariate process with temporally varying variance and scale parameters. In particular, the processes have known smoothnesses of 2 and 0.5 , respectively. Anderes and Stein [2] and Gneiting et al. [13] provide examples with locally varying smoothness parameters and discuss estimation approaches for that particular problem. For simplicity, we consider a parsimonious Matérn where we set the local scale parameter for both processes as a function of location to

$$
\Sigma(t)=2 \exp (\exp (-t / 20) \cos (t / 20))
$$

so that the scale decays from approximately 5 to 2 over the width of our observation interval. We set the local variance functions to

$$
\sigma_{1}^{2}(t)=\exp (\cos (2 \pi t / 100)) \quad \text { and } \quad \sigma_{2}^{2}(t)=\exp (\cos (\pi t / 100))
$$

so that the first process is more variable at the beginning and end of the domain, while the second process stabilizes over the domain. Setting $\beta\left(t_{1}, t_{2}\right)=0.7$, we randomly choose 150 locations in [ 0,100 ], and simulate 50 independent realizations from this bivariate series. Considering the relatively large number of realizations as compared to locations in the domain, Theorem 6 suggests the optimal bandwidth will imply a small degree of kernel smoothing, so we opt to use the method of moments estimator $\hat{\mathbf{C}}_{e}$ in (9). To choose the proper bandwidth parameter, we follow the second cross-validation approach, leaving out individual locations and minimizing the sum of squared prediction errors based on remaining locations for the estimator (7). The optimal bandwidth for these data is $\hat{\lambda}=0.5$.

At each of the 150 observation locations, we get local estimates $\hat{\beta}(t)$ and then $\hat{\Sigma}(t), \hat{\sigma}_{1}^{2}(t)$ and $\hat{\sigma}_{2}^{2}(t)$ via the locally varying minimum matrix distance (9). Fig. 1 displays our estimates of these parameter functions. Our estimates show fairly noisy behavior around the constant cross-correlation coefficient $\beta$. This is partially due to using cross-validation to find the best bandwidth parameter $\lambda$, which is known to choose smaller values of $\lambda$. An ad hoc approach to garnering a smoother estimate would be to inflate the smoothing parameter, or in this case to recognize very little structure in the estimates and fit a constant cross-correlation coefficient. The remaining function estimates follow the general trend of decreasing and stabilizing local scale over the observation domain. The variance functions are estimated particularly well even when the trend of both processes differ substantially. Fig. 2 shows heatmaps of the estimated and true covariance matrices. Visually, our estimated covariance matrix yields the salient features of this bivariate example, including the cyclic behavior of variability in the first variable's variance and the decreasing variability of the second process over time, while retaining significant correlation between the two processes.


Fig. 1. Local estimates (dotted lines) and true parameter functions (solid lines) for $\beta(t), \Sigma(t), \sigma_{1}^{2}(t)$ and $\sigma_{2}^{2}(t)$.


Fig. 2. Heatmaps of the estimated and true covariance matrices.

### 5.2. Temperature and precipitation climate model output

One major hurdle for climate scientists is to simultaneously model temperature and precipitation. Each variable has been often marginally modeled [39,42], but the evolving nature of the relationship between temperature and precipitation across space makes joint spatial modeling a difficult task.

Tebaldi and Sansó [43] developed a joint model for temperature and precipitation over a region, but did not consider the spatial relationship between the two variables. Sain et al. [36] considered a multivariate spatial model for temperature and precipitation across space, and relied on a multivariate Markov Random Field representation, whereas our interest is in a continuous spatial process model. Here we model surface temperature and precipitation from one regional climate model (RCM) of the North American Regional Climate Change Assessment Program [29, NARCCAP]. The RCM we use is the Experimental Climate Prediction Center Regional Spectral Model (ECP2) with boundary conditions supplied by the National


Fig. 3. Nonstationary parameter estimates for temperature and precipitation anomalies from the NARCCAP model output: (a) local standard deviation of temperature, (b) local standard deviation of precipitation and (c) co-located cross-correlation coefficient.

Center for Environmental Prediction reanalysis 2 (NCEP2). The NCEP2 reanalysis is a data assimilation product and the RCM runs we use can be thought of as a simulation of the temperature and precipitation series over the years 1981 through 2004. Based on the use of observed boundary conditions, we expect the RCM output to approximate the observed climate in the NARCCAP domain. We jointly model average winter (DJF) temperature and cube-root precipitation anomalies, after removing a spatially varying mean. A cube-root transformation is commonly used on precipitation to reduce skewness and the resulting variable is often well modeled as Gaussian, although for estimation we do not exploit this assumption.

Computer model output, especially climate model output, is often smooth in nature, so we fix the smoothness of both temperature and precipitation to $v=2$. North et al. [30] suggest, for temperature fields on an ideal plane, a smoothness of $v=1$ would be expected. During exploratory analysis, we found the slightly higher value of 2 was favored as compared to $v=1$ suggested by North et al. [30], but for other climate models the results of North et al. [30] may be appropriate. Based on exploratory analysis, for the current dataset it is also reasonable to assume a spatially constant scale, which we estimate. We expect the variability of temperature and precipitation to vary with location, and the relationship between these two variables is well known to be complex, so we include a nonconstant cross-correlation coefficient [36]. We follow Jun et al. [22] and use a bandwidth parameter of $\lambda=800 \mathrm{~km}$, which is a typical length scale for climate model output. Our goal is to describe the second order structure of the bivariate field of temperature, $Z_{T}(\boldsymbol{s})$, and cube-root precipitation, $Z_{P}(\boldsymbol{s})$, after removing a spatially varying mean $\left(\mu_{T}(\boldsymbol{s}), \mu_{P}(\boldsymbol{s})\right)$, which are estimated as simple averages over the 24 years of output. The multivariate covariance structure has within variable covariance functions

$$
C_{V V}(\boldsymbol{x}, \boldsymbol{y})=\frac{\sigma_{V}(\boldsymbol{x}) \sigma_{V}(\boldsymbol{y})}{A^{2}} \mathrm{M}_{2}\left(\frac{\|\boldsymbol{x}-\boldsymbol{y}\|}{A}\right)
$$

for $V=T$ or $P$, and cross-covariance function

$$
C_{T P}(\boldsymbol{x}, \boldsymbol{y})=\beta_{T P}(\boldsymbol{x}, \boldsymbol{y}) \frac{\sigma_{T}(\boldsymbol{x}) \sigma_{P}(\boldsymbol{y})}{A^{2}} \mathrm{M}_{2}\left(\frac{\|\boldsymbol{x}-\boldsymbol{y}\|}{A}\right) .
$$

We use a parsimonious formulation here, as we expect the nonstationarity in these large domain fields to be in the local variance functions and the spatially varying cross-correlation coefficient; this is also confirmed by exploratory analysis. Although the model output is dense in the domain, there are comparatively few realizations of the bivariate process. Theorem 6 suggests the optimal bandwidth of the kernel smoother in this setup is likely equivalent to the case with only one realization. Hence, there is a benefit to using the kernel smoother (8) in the local estimation technique (9), rather than the method of moments estimator.

Initially, we estimate the nonstationary cross-correlation coefficient $\beta_{T P}(\boldsymbol{x}, \boldsymbol{y})$, and then fixing this estimate the next step is to estimate the spatially constant scale $A$, which follows the same approach as (9), but with the weight matrix $W_{\lambda}(\boldsymbol{s})$ made up of all ones. As part of this minimization, stationary variance parameters are also implicitly estimated, but we obtain nonstationary estimates next. The range parameter is estimated as $\hat{A}=902.5 \mathrm{~km}$, in agreement with the reasoning of Jun et al. [22]. In the next step we fix $\hat{A}$, and estimate spatially varying variances via (9), here allowing $W_{\lambda}(\boldsymbol{s})$ to update with $\boldsymbol{s}$.

The resulting fields of estimated parameters are displayed in Fig. 3. Both local standard deviations of temperature and precipitation vary substantially across space, with the greater variability of temperature anomalies occurring at higher latitudes, while oppositely precipitation is more variable at lower latitudes, especially in the southwest region. The nonstationary cross-correlation coefficient $\beta_{T P}(\boldsymbol{s}, \boldsymbol{s})$ is shown in frame (c), where the complicated relationship between temperature and precipitation is readily seen. The cross-correlation takes on both negative and positive values, ranging from approximately -0.25 to 0.4 . Strong negative correlation falls throughout the central land mass of the United States and Canada, while positive correlation occurs at high latitudes and over the major oceans. Our approach is able to capture all spatially varying parameters simultaneously, while retaining a valid nonnegative definite covariance structure. In this case, we used the nearest positive definite matrix to (5), although the initial estimates were very close to valid.

Stochastic simulation of climate models is crucial for numerous applications, including downscaling, climate impact studies and future climate projections. Using a nonstationary statistical model is preferable to the simpler stationary models,


Fig. 4. Simulation of bivariate temperature and precipitation anomalies using a stationary model, and the nonstationary bivariate Matern model.
as subtle field characteristics can be replicated. For example, supposing the temperature and cube-root precipitation fields are multivariate Gaussian, we simulated two realizations from the bivariate field, one from a stationary model with constant variances, scale and cross-correlation coefficient, the other from the nonstationary model corresponding to Fig. 3. The simulations are shown in Fig. 4. The stationary model was fit using the same minimum matrix distance (9), except that the weight matrix was constant. Both simulations were generated from the same random number seed to facilitate comparisons. Notice the simulated fields in Fig. 4 illustrate the salient features suggested by the nonstationary model of Fig. 3. In particular, temperature anomalies are less variable at lower latitudes, and are more variable at higher latitudes, while oppositely precipitation anomalies tend to be more variable at lower latitudes than higher latitudes. This feature is not present with the stationary simulation. Second, we see the negative cross-correlation between temperature and precipitation anomalies appearing over the southwestern United States and northern Mexico with the nonstationary model, with positive crosscorrelation at high latitudes, which is not present in the stationary simulation.

## 6. Discussion

Multivariate spatial modeling is increasingly important and common with the greater availability of geophysical data and flexible multivariate models. One remaining challenge of multivariate statistical models is to incorporate nonstationarity in a way that retains model interpretability, while still remaining flexible enough for applications. Noticeably lacking from the current literature are models that can account for spatially varying cross-correlations between distinct variables.

We have introduced a multivariate Matérn approach to modeling nonstationary multivariate processes. Any number of spatial processes can be included simultaneously, each having a unique nonstationary variance parameter, smoothness parameter and geometric anisotropy parameter. The model includes spatially varying correlation coefficient functions that can take on negative and positive values, and allows the strength of between-variable relationships to vary across space.

Estimation strongly relies on kernel smoothed empirical covariance functions. The kernel smoothed covariance functions retain the nonnegative definiteness condition, but are often erratic with no straightforward way to interpret nonstationarity. Parameter estimates are obtained using a minimum Frobenius distance to the smoothed empirical covariance matrices. To estimate a parameter locally, the matrix distance includes a weight matrix that puts most weight on nearby locations, with distant observations receiving little weight. The estimation procedure requires no matrix inversions or determinants, and
hence is feasible for large datasets. We also make no modeling assumptions such as Gaussianity, apart from those contained within the parametric covariance function. The asymptotic mean squared error of the kernel smoothed empirical covariance estimator echoes the results of Hart and Wehrly [18]. One future direction of research may to be to compare our derived asymptotic convergence rate to the order derived by Altman [1], who considers mean function smoothing with correlated errors in one dimension with equally spaced design points.
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## Appendix

In this appendix we provide the proofs of the main theorems and lemmas. The proof of Theorem 1 requires the following notation: with $n$ arbitrary locations $\boldsymbol{x}_{k}, k=1, \ldots, n$ and $p$ processes, consider the covariance matrix $\mathbf{C}$ that is blocked by process, in that $\mathbf{C}$ has $p \times p$ large blocks, where the $(k, \ell)$ th element of the $(i, j)$ th large block is $C_{i j}\left(\boldsymbol{x}_{k}, \boldsymbol{x}_{\ell}\right)$.

Proof of Theorem 1. The proof follows two steps: first we recognize the nonstationary Matérn covariance functions as a specific normal scale mixture, and then exploit this identity to show the multivariate nonstationary Matern is nonnegative definite. First, the nonstationary Matérn covariance function is of the form

$$
C_{i j}(\boldsymbol{x}, \boldsymbol{y})=\frac{\left|\Sigma_{i}(\boldsymbol{x})\right|^{1 / 4}\left|\Sigma_{j}(\boldsymbol{y})\right|^{1 / 4}}{\left|\Sigma_{i j}(\boldsymbol{x}, \boldsymbol{y})\right|^{1 / 2}} \int_{0}^{\infty} \exp \left(-\omega Q_{i j}(\boldsymbol{x}, \boldsymbol{y})\right) g_{i}(\omega, \boldsymbol{x}) g_{j}(\omega, \boldsymbol{y}) \mathrm{d} \mu(\omega) .
$$

Setting $g_{i}(\omega, \boldsymbol{x})=\omega^{-v_{i}(\boldsymbol{x}) / 2}, \mathrm{~d} \mu(\omega)=\omega^{-1} \exp (-1 /(4 \omega))$, an application of (3.471.9) in [15] shows

$$
\begin{aligned}
& \frac{\left|\Sigma_{i}(\boldsymbol{x})\right|^{1 / 4}\left|\Sigma_{j}(\boldsymbol{y})\right|^{1 / 4}}{\left|\Sigma_{i j}(\boldsymbol{x}, \boldsymbol{y})\right|^{1 / 2}} \int_{0}^{\infty} \exp \left(-\omega \mathrm{Q}_{i j}(\boldsymbol{x}, \boldsymbol{y})-\frac{1}{4 \omega}\right) \omega^{-1-v_{i j}(\boldsymbol{x}, \boldsymbol{y})} \mathrm{d} \omega \\
& \quad=\frac{\left|\Sigma_{i}(\boldsymbol{x})\right|^{1 / 4}\left|\Sigma_{j}(\boldsymbol{y})\right|^{1 / 4}}{\left|\Sigma_{i j}(\boldsymbol{x}, \boldsymbol{y})\right|^{1 / 2}}\left(\frac{1}{4 Q_{i j}(\boldsymbol{x}, \boldsymbol{y})}\right)^{-v_{i j}(\boldsymbol{x}, \boldsymbol{y}) / 2} \mathrm{~K}_{v_{i j}(\boldsymbol{x}, \boldsymbol{y})}\left(2 \sqrt{\frac{1}{4} Q_{i j}(\boldsymbol{x}, \boldsymbol{y})}\right) \\
& \quad=\frac{\left|\Sigma_{i}(\boldsymbol{x})\right|^{1 / 4}\left|\Sigma_{j}(\boldsymbol{y})\right|^{1 / 4}}{\left|\Sigma_{i j}(\boldsymbol{x}, \boldsymbol{y})\right|^{1 / 2}} 2^{v_{i j}(\boldsymbol{x}, \boldsymbol{y})} \mathrm{M}_{v_{i j}(\boldsymbol{x}, \boldsymbol{y})}\left(\mathrm{Q}_{i j}(\boldsymbol{x}, \boldsymbol{y})^{1 / 2}\right) .
\end{aligned}
$$

Multiplying by $\sigma_{i}(\boldsymbol{x}) \sigma_{j}(\boldsymbol{y})$ to absorb $\left|\Sigma_{i}(\boldsymbol{x})\right|^{1 / 4}\left|\Sigma_{j}(\boldsymbol{y})\right|^{1 / 4} 2^{v_{i j}(\boldsymbol{x}, \boldsymbol{y})}$ yields the nonstationary Matérn covariance functions of Theorem 1.

Now recall a result from [33], where with $\phi_{i, \boldsymbol{x}}^{\omega}(\cdot)$ being a Gaussian kernel with mean $\boldsymbol{x}$ and variance $\Sigma_{i}(\boldsymbol{x}) /(4 \omega)$, we have

$$
\begin{aligned}
& \frac{\left|\Sigma_{i}(\boldsymbol{x})\right|^{1 / 4}\left|\Sigma_{j}(\boldsymbol{y})\right|^{1 / 4}}{\left|\Sigma_{i j}(\boldsymbol{x}, \boldsymbol{y})\right|^{1 / 2}} \int_{0}^{\infty} \exp \left(-\omega Q_{i j}(\boldsymbol{x}, \boldsymbol{y})\right) g_{i}(\omega, \boldsymbol{x}) g_{j}(\omega, \boldsymbol{y}) \mathrm{d} \mu(\omega) \\
& \quad=\int_{0}^{\infty}\left|\frac{\Sigma_{i}(\boldsymbol{x})}{4 \omega}\right|^{1 / 4}\left|\frac{\Sigma_{j}(\boldsymbol{y})}{4 \omega}\right|^{1 / 4}(4 \pi)^{d / 2} g_{i}(\omega, \boldsymbol{x}) g_{j}(\omega, \boldsymbol{y}) \int_{\mathbb{R}^{d}} \phi_{i, \boldsymbol{x}}^{\omega}(\boldsymbol{u}) \phi_{j, \boldsymbol{y}}^{\omega}(\boldsymbol{u}) \mathrm{d} \boldsymbol{u} \mathrm{~d} \mu(\omega) \\
& =\int_{0}^{\infty} \int_{\mathbb{R}^{d}} c_{i}^{\omega}(\boldsymbol{x}) c_{j}^{\omega}(\boldsymbol{y}) g_{i}(\omega, \boldsymbol{x}) g_{j}(\omega, \boldsymbol{y}) \phi_{i, \boldsymbol{x}}^{\omega}(\boldsymbol{u}) \phi_{j, \boldsymbol{y}}^{\omega}(\boldsymbol{u}) \mathrm{d} \boldsymbol{u} \mathrm{~d} \mu(\omega)
\end{aligned}
$$

making the definition $c_{i}^{\omega}(\boldsymbol{x})=(4 \pi)^{d / 4}\left|\Sigma_{i}(\boldsymbol{x}) /(4 \omega)\right|^{1 / 4}$. Then, for any arbitrary vector $\boldsymbol{a}=\left(a_{11}, a_{12}, \ldots, a_{p n}\right)^{\prime}$, we have

$$
\begin{aligned}
\boldsymbol{a}^{\prime} \mathbf{C} \boldsymbol{a} & =\sum_{i, j=1}^{p} \sum_{k, \ell=1}^{n} a_{i k} a_{j \ell} C_{j i}\left(\boldsymbol{x}_{\ell}, \boldsymbol{x}_{k}\right) \\
& =\sum_{i, j=1}^{p} \sum_{k, \ell=1}^{n} a_{i k} a_{j \ell} \frac{\left|\Sigma_{j}\left(\boldsymbol{x}_{\ell}\right)\right|^{1 / 4}\left|\Sigma_{i}\left(\boldsymbol{x}_{k}\right)\right|^{1 / 4}}{\left|\Sigma_{j i}\left(\boldsymbol{x}_{\ell}, \boldsymbol{x}_{k}\right)\right|^{1 / 2}} \int_{0}^{\infty} \exp \left(-\omega Q_{j i}\left(\boldsymbol{x}_{\ell}, \boldsymbol{x}_{k}\right)\right) g_{j}\left(\omega, \boldsymbol{x}_{\ell}\right) g_{i}\left(\omega, \boldsymbol{x}_{k}\right) \mathrm{d} \mu(\omega) \\
& =\int_{0}^{\infty} \int_{\mathbb{R}^{d}} \sum_{i, j=1}^{p} \sum_{k, \ell=1}^{n} a_{i k} a_{j \ell} c_{i}^{\omega}\left(\boldsymbol{x}_{k}\right) c_{j}^{\omega}\left(\boldsymbol{x}_{\ell}\right) g_{i}\left(\omega, \boldsymbol{x}_{k}\right) g_{j}\left(\omega, \boldsymbol{x}_{\ell}\right) \phi_{i, \boldsymbol{x}_{k}}^{\omega}(\boldsymbol{u}) \phi_{j, \boldsymbol{x}_{\ell}}^{\omega}(\boldsymbol{u}) \mathrm{d} \boldsymbol{u} \mathrm{~d} \mu(\omega)
\end{aligned}
$$

$$
\begin{aligned}
& =\int_{0}^{\infty} \int_{\mathbb{R}^{d}}\left(\sum_{i=1}^{p} \sum_{k=1}^{n} a_{i k} c_{i}^{\omega}\left(\boldsymbol{x}_{k}\right) g_{i}\left(\omega, \boldsymbol{x}_{k}\right) \phi_{i, \boldsymbol{x}_{k}}^{\omega}(\boldsymbol{u})\right)^{2} \mathrm{~d} \boldsymbol{u} \mathrm{~d} \mu(\omega) \\
& \geq 0
\end{aligned}
$$

The inclusion of $\sigma_{i}\left(\boldsymbol{x}_{k}\right) \sigma_{j}\left(\boldsymbol{x}_{\ell}\right)$ is simply absorbed into $c_{i}^{\omega}\left(\boldsymbol{x}_{k}\right) c_{j}^{\omega}\left(\boldsymbol{x}_{\ell}\right)$, completing the proof.
Lemma 7. For any bounded function $h$ on $\mathscr{D} \subseteq \mathbb{R}^{d}$ whose derivatives (to order d) are integrable, with any empirical cdf $F_{n}$ such that $\sup _{\boldsymbol{t}}\left|F_{n}(\boldsymbol{t})-F(\boldsymbol{t})\right|=\mathcal{O}\left(n^{-1 / d}\right)$, we have

$$
\begin{equation*}
\left|\frac{1}{n} \sum_{i=1}^{n} h\left(\boldsymbol{x}_{i}\right)-\int h(\boldsymbol{t}) \mathrm{d} F(\boldsymbol{t})\right|=\mathcal{O}\left(\frac{1}{n^{1 / d}}\right) . \tag{21}
\end{equation*}
$$

Proof. For $d=1$, write the difference as $\int h(t) \mathrm{d}\left(F_{n}-F\right)(t)$ and integrate by parts. For $d>1$, the same basic technique is used recursively. We show the result for $d=2$, which, apart from notation, directly extends to higher dimensions. For sake of space, write $G=F_{n}-F$. Let $\mathscr{D}=[0,1]^{2}$, then the difference in (21) is

$$
\begin{aligned}
\int_{0}^{1} \int_{0}^{1} h(x, y) G_{x y}(x, y) \mathrm{d} x \mathrm{~d} y= & \int_{0}^{1}\left(\left.h(x, y) G_{y}(x, y)\right|_{x=0} ^{1}-\int_{0}^{1} G_{y}(x, y) h_{x}(x, y) \mathrm{d} x\right) \mathrm{d} y \\
= & \int_{0}^{1}\left(h(1, y) G_{y}(1, y)-h(0, y) G_{y}(0, y)\right) \mathrm{d} y-\int_{0}^{1} \int_{0}^{1} h_{x}(x, y) G_{y}(x, y) \mathrm{d} y \mathrm{~d} x \\
= & \left.h(1, y) G(1, y)\right|_{y=0} ^{1}-\int_{0}^{1} G(1, y) h_{y}(1, y) \mathrm{d} y-\left.h(0, y) G(0, y)\right|_{y=0} ^{1} \\
& +\int_{0}^{1} G(0, y) h_{y}(0, y) \mathrm{d} y-\int_{0}^{1}\left(h_{x}(x, 1) G(x, 1)-h_{x}(x, 0) G(x, 0)\right) \mathrm{d} x \\
& +\int_{0}^{1} \int_{0}^{1} G(x, y) h_{x y}(x, y) \mathrm{d} x \mathrm{~d} y
\end{aligned}
$$

using the general notation $\frac{\partial}{\partial x} f=f_{x}$. Passing the absolute value through implies all remaining terms are $\mathcal{O}\left(n^{-1 / 2}\right)$ since $\sup _{x, y}|G(x, y)|=\mathcal{O}\left(n^{-1 / 2}\right)$, and all integrals involving $h(x, y)$ are finite.

Proof of Lemma 2. Begin by writing

$$
\mathbb{E} \hat{C}_{e, i j}(\boldsymbol{x}, \boldsymbol{y})=\frac{1}{n^{2} \lambda^{2 d}} \sum_{k=1}^{n} \sum_{\ell=1}^{n} K\left(\frac{\boldsymbol{x}-\boldsymbol{s}_{k}}{\lambda}\right) K\left(\frac{\boldsymbol{y}-\boldsymbol{s}_{\ell}}{\lambda}\right) C_{i j}\left(\boldsymbol{s}_{k}, \boldsymbol{s}_{\ell}\right)
$$

which, using Lemma 7, converges to

$$
\begin{equation*}
\frac{1}{\lambda^{2 d}} \iint K\left(\frac{\boldsymbol{u}-\boldsymbol{x}}{\lambda}\right) K\left(\frac{\boldsymbol{v}-\boldsymbol{x}}{\lambda}\right) C_{i j}(\boldsymbol{u}, \boldsymbol{v}) \mathrm{d} F(\boldsymbol{u}) \mathrm{d} F(\boldsymbol{v})+\mathcal{O}\left(\frac{1}{n^{1 / d}}\right) . \tag{22}
\end{equation*}
$$

Taylor expand $C_{i j}(\boldsymbol{u}, \boldsymbol{v})$ around $(\boldsymbol{x}, \boldsymbol{y})$ with remainder to get

$$
C_{i j}(\boldsymbol{a})=C_{i j}(\boldsymbol{z})+(\boldsymbol{a}-\boldsymbol{z})^{\prime} \mathrm{DC}_{i j}(\boldsymbol{z})+\frac{1}{2}(\boldsymbol{a}-\boldsymbol{z})^{\prime} \mathrm{D}^{2} C_{i j}\left(\boldsymbol{z}^{*}\right)(\boldsymbol{a}-\boldsymbol{z})
$$

where $\boldsymbol{a}=\left(\boldsymbol{u}^{\prime}, \boldsymbol{v}^{\prime}\right)^{\prime}$ and $\boldsymbol{z}=\left(\boldsymbol{x}^{\prime}, \boldsymbol{y}^{\prime}\right)^{\prime}$ and $\boldsymbol{z}^{*}$ lies on the line connecting $\boldsymbol{a}$ and $\boldsymbol{z}$. A change of variables and noting that the kernels are mean zero yields the first two terms of $(22), C_{i j}(\boldsymbol{z})+0$. Adding and subtracting $D^{2} C_{i j}(\boldsymbol{z})$ in the third term gives

$$
\frac{1}{2 \lambda^{2 d}} \int K\left(\frac{\boldsymbol{a}-\boldsymbol{z}}{\lambda}\right)(\boldsymbol{a}-\boldsymbol{z})^{\prime}\left(\mathrm{D}^{2} C_{i j}\left(\boldsymbol{z}^{*}\right)-\mathrm{D}^{2} C_{i j}(\boldsymbol{z})+\mathrm{D}^{2} C_{i j}(\boldsymbol{z})\right)(\boldsymbol{a}-\boldsymbol{z}) \mathrm{d} F(\boldsymbol{a})
$$

where, for notational simplicity, $K((\boldsymbol{a}-\boldsymbol{z}) / \lambda)=K((\boldsymbol{u}-\boldsymbol{x}) / \lambda) K((\boldsymbol{v}-\boldsymbol{y}) / \lambda)$ and $\mathrm{d} F(\boldsymbol{a})=\mathrm{d} F(\boldsymbol{u}) \mathrm{d} F(\boldsymbol{v})$. This last term is bounded by

$$
\frac{M}{2 \lambda^{2 d}} \int K\left(\frac{\boldsymbol{a}-\boldsymbol{z}}{\lambda}\right)\|\boldsymbol{a}-\boldsymbol{z}\|^{2+\gamma} \mathrm{d} F(\boldsymbol{a})+\frac{1}{2 \lambda^{2 d}}\left|\int K\left(\frac{\boldsymbol{a}-\boldsymbol{z}}{\lambda}\right)(\boldsymbol{a}-\boldsymbol{z})^{\prime} \mathrm{D}^{2} C_{i j}(\boldsymbol{z})(\boldsymbol{a}-\boldsymbol{z}) \mathrm{d} F(\boldsymbol{a})\right|,
$$

since $\left\|\mathrm{D}^{2} C_{i j}\left(\boldsymbol{z}^{*}\right)-\mathrm{D}^{2} C_{i j}(\boldsymbol{z})\right\| \leq M\left\|\boldsymbol{z}^{*}-\boldsymbol{z}\right\|^{\gamma} \leq M\|\boldsymbol{a}-\boldsymbol{z}\|^{\gamma}$; a change of variables yields the final result.

Proof of Lemma 3. We use the same basic argument as in the proof of Lemma 2, except applied in $\mathscr{D}^{4}$, rather than $\mathscr{D}^{2}$. Begin by writing the asymptotic variance $\operatorname{Var} \hat{C}_{e, i j}(\boldsymbol{x}, \boldsymbol{y})$ as

$$
\begin{equation*}
\frac{1}{n^{4} \lambda^{4 d}} \sum_{j, k, \ell, m=1}^{n} K\left(\frac{\boldsymbol{x}-\boldsymbol{s}_{j}}{\lambda}\right) K\left(\frac{\boldsymbol{x}-\boldsymbol{s}_{k}}{\lambda}\right) K\left(\frac{\boldsymbol{y}-\boldsymbol{s}_{\ell}}{\lambda}\right) K\left(\frac{\boldsymbol{y}-\boldsymbol{s}_{m}}{\lambda}\right) R\left(\boldsymbol{s}_{j}, \boldsymbol{s}_{k}, \boldsymbol{s}_{\ell}, \boldsymbol{s}_{m}\right) . \tag{23}
\end{equation*}
$$

The key is to break up the sum over $(j, k, \ell, m)$ into the $\sum_{i=1}^{4}\binom{4}{i}=15$ distinct cases where none, some or all indices are equal. The all-unequal case follows the proof of Lemma 2, simply in a higher dimension, and yields $W_{1111}(\boldsymbol{x}, \boldsymbol{x}, \boldsymbol{y}, \boldsymbol{y})$. We show the proof for ( $j, k, k, m$ ) which illustrates the key arguments for the remaining pieces. In this case, the limiting form of $(23)$ is

$$
\frac{1}{n \lambda^{4 d}} \iiint K\left(\frac{\boldsymbol{x}-\boldsymbol{t}}{\lambda}\right) K\left(\frac{\boldsymbol{x}-\boldsymbol{u}}{\lambda}\right) K\left(\frac{\boldsymbol{y}-\boldsymbol{u}}{\lambda}\right) K\left(\frac{\boldsymbol{y}-\boldsymbol{v}}{\lambda}\right) R(\boldsymbol{t}, \boldsymbol{u}, \boldsymbol{u}, \boldsymbol{v}) \mathrm{d} F(\boldsymbol{t}) \mathrm{d} F(\boldsymbol{u}) \mathrm{d} F(\boldsymbol{v})+\mathcal{O}\left(\frac{1}{n^{1 / d}}\right)
$$

by Lemma 7. Using the Gaussian kernel assumption, we have

$$
\begin{equation*}
K\left(\frac{\boldsymbol{x}-\boldsymbol{u}}{\lambda}\right) K\left(\frac{\boldsymbol{y}-\boldsymbol{u}}{\lambda}\right)=e^{-\frac{1}{2}\left(\frac{x-y}{\lambda}\right)^{2}} K\left(\frac{\boldsymbol{u}-\frac{\boldsymbol{x}+\boldsymbol{y}}{2}}{\lambda}\right)^{2} \tag{24}
\end{equation*}
$$

which yields the following bound, after a Taylor expansion of $R$ about $(\boldsymbol{x},(\boldsymbol{x}+\boldsymbol{y}) / 2, \boldsymbol{y})$ with remainder and a change of variables,

$$
\frac{1}{n \lambda^{d}} e^{-\frac{1}{2}\left(\frac{x-\boldsymbol{y}}{\lambda}\right)^{2}}\left(A_{1201}\left(\boldsymbol{x}, \frac{\boldsymbol{x}+\boldsymbol{y}}{2}, \boldsymbol{y}\right)+B_{1201}+C_{1201}\left(\boldsymbol{x}, \frac{\boldsymbol{x}+\boldsymbol{y}}{2}, \boldsymbol{y}\right)\right)
$$

completing the proof.
Proof of Theorem 4. We have $\Lambda(\lambda, \boldsymbol{x}, \boldsymbol{y}) \rightarrow_{\text {a.s. } \mid}|R(\boldsymbol{x}, \boldsymbol{x}, \boldsymbol{y}, \boldsymbol{y})|>0$ as $n \rightarrow \infty$ and $\lambda \rightarrow 0$. The asymptotic squared bias is dominated by $\lambda^{4}$ and $1 /\left(n^{2 / d}\right)$, both of which converge to 0 ; hence $\left(\hat{C}_{e, i j}(\boldsymbol{x}, \boldsymbol{y})-C_{i j}(\boldsymbol{x}, \boldsymbol{y})\right)^{2} / \Lambda(\lambda, \boldsymbol{x}, \boldsymbol{y}) \rightarrow_{\text {a.s. }} 0$.

By Lemma 3, the asymptotic variance can be written

$$
\begin{aligned}
& |R(\boldsymbol{x}, \boldsymbol{x}, \boldsymbol{y}, \boldsymbol{y})|+\lambda^{2} C_{1111}(\boldsymbol{x}, \boldsymbol{x}, \boldsymbol{y}, \boldsymbol{y})+\frac{1}{n \lambda^{d}}\left(A_{2011}(\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{y})+A_{1120}(\boldsymbol{x}, \boldsymbol{x}, \boldsymbol{y})\right)+o\left(\lambda^{2}\right)+o\left(\frac{1}{n \lambda^{d}}\right)+\mathcal{O}\left(\frac{1}{n^{1 / d}}\right) \\
& \quad=\Lambda(\lambda, \boldsymbol{x}, \boldsymbol{y})+o\left(\lambda^{2}\right)+o\left(\frac{1}{n \lambda^{d}}\right)+\mathcal{O}\left(\frac{1}{n^{1 / d}}\right) .
\end{aligned}
$$

This follows as $W_{1111}$ contributes $|R(\boldsymbol{x}, \boldsymbol{x}, \boldsymbol{y}, \boldsymbol{y})|+\lambda^{2} C_{1111}(\boldsymbol{x}, \boldsymbol{x}, \boldsymbol{y}, \boldsymbol{y})$, and $\lambda^{2+\gamma} B_{1111}=o\left(\lambda^{2}\right)$. The leading $A_{2011}$ and $A_{1120}$ terms of $W_{2011}$ and $W_{1120}$ yield $\left(n \lambda^{d}\right)^{-1}\left(A_{2011}(\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{y})+A_{1120}(\boldsymbol{x}, \boldsymbol{x}, \boldsymbol{y})\right)$, and every other component of $W_{2011}, W_{1120}$ and $W_{1201}$ is $o\left(\left(n \lambda^{d}\right)^{-1}\right)$; here we use $\boldsymbol{x} \neq \boldsymbol{y}$ implies $\exp \left(-(\boldsymbol{x}-\boldsymbol{y})^{2} / \lambda^{2}\right) /\left(n \lambda^{d}\right)=o\left(\left(n \lambda^{d}\right)^{-1}\right)$. The remaining terms do not enter since $W_{i_{1} i_{2} i_{3} i_{4}} /\left(n \lambda^{d}\right)^{2}=\mathcal{O}\left(\left(n \lambda^{d}\right)^{-2}\right)$ when at least one of $i_{k}>1$, and $W_{4000} /\left(n \lambda^{d}\right)^{3}=\mathcal{O}\left(\left(n \lambda^{d}\right)^{-3}\right)$. Hence,

$$
\frac{\operatorname{Var} \hat{C}_{e, i j}(\boldsymbol{x}, \boldsymbol{y})}{\Lambda(\lambda, \boldsymbol{x}, \boldsymbol{y})} \rightarrow_{\text {a.s. }} 1
$$
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