A stochastic downscaling approach for generating high-frequency solar irradiance scenarios
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\textbf{ABSTRACT}

Solar power is increasingly cost viable with solar photovoltaic (PV) installations becoming commonplace. PV planning and operational studies, however, require high-frequency solar irradiance scenarios to understand potential electric grid impacts due to the variability and uncertainty of the underlying solar resource. Existing remote sensing solar data products are often available over large spatial domains, but are limited in temporal resolution. For example, the global horizontal irradiance (GHI) component contained within the National Solar Radiation Database (NSRDB) is available at time resolution of 30 min on an approximately four-kilometer grid. In contrast, substantial solar variability is present at finer time scales and this article describes an algorithm to stochastically generate one-minute GHI from widely available sub-hourly NSRDB. A generalized linear modeling (GLM) framework is proposed, which includes non-Gaussian mixtures, and extends the literature involving the synthesis of GHI data. The model is trained on a set of sample locations around Oregon, USA, and validated across the USA using both the Surface Radiation Budget Network (SURFRAD) dataset and Solar Radiation Monitoring Laboratory (SRML) network. Simulated ensembles show good coverage properties and temporal correlation structure. The resulting downscaled ensembles allow for understanding the unpredictable variability inherent in GHI at locations without direct measurements. Future work can leverage the algorithm as part of a stochastic optimization of electric grid operations with high-penetration PV systems.

1. Introduction

1.1. Motivation

Over 15% of total global electricity was generated from renewable energy in 2015 according to the REN21 (2016) renewable global report. In comparison to other renewables, solar photovoltaic (PV) capacity was relatively small; however, installations have increased substantially over the past few years (Cameron et al., 2017). Since solar PV is inherently diurnal, variable, and uncertain, its presence in both the bulk system power grid and as distributed rooftop installations makes reliable power systems operation more challenging (Lew et al., 2013). In particular, solar fluctuations over a short time period, especially in a high PV penetration scenario, may lead to inefficient and negative impacts on grid operations (Nguyen et al., 2016; Bright et al., 2017).

To avoid undesirable PV deployment scenarios, or to determine necessary changes in distribution system components (e.g. distribution line gauge and automatic voltage regulation equipment control settings), studies are typically completed for large interconnected system or many small systems once the aggregation hits a certain threshold. Traditionally, these PV integration studies were relatively simple and included power flow calculations at a limited number of salient operating points (Wang et al., 2017). The underlying data for the interconnected PV systems was also simple: all PV systems were typically fully on or off depending on which analyses were being completed (Lave et al., 2017). Modern analyses must consider hundreds and even thousands of individual PV systems per distribution circuit, and it is vital to increase the fidelity of PV interconnection studies. Quasi-static time-series (QSTS) analysis of distribution systems has thus been proposed as a method to improve PV interconnection study accuracy in scenarios with many interconnected PV systems (Reno et al., 2017). One of the challenges of QSTS distribution system analysis is the inherent need for accurate high temporal-resolution load and PV resource data (Diagne et al., 2013; Hansen et al., 2010).

Accurate solar PV power modeling not only plays an important role to ensure solar integration is economically feasible but also contributes to improvements in power quality (Perez et al., 2018). However, solar irradiance modeling is challenged by small scale cloud fronts and other
atmospheric conditions such as wind speed, temperature, and relative humidity. Uncertainty related to these conditions at the site-level is substantial (Lave and Kleissl, 2010; Perez et al., 2011; Schmalensee, 2015), and short-term weather volatility can seriously affect power generation. In Sayeef et al. (2012), solar intermittency was described as a fundamental barrier to the assimilation of large-scale solar power around the world. Leveraging in situ data is desirable, but these datasets are often plagued with missing data and inconsistent measurement techniques (Kumar et al., 2014). Methods to synthetically generate time series that honor observational statistical characteristics are thus useful for PV planning studies.

1.2. Current state of the literature

The literature on solar irradiance modeling for electric grid applications generally focuses on two major aspects: (1) forecasting and (2) resource assessment. In the past few years, solar irradiance forecasting models have become well-established (Wang et al., 2011; Baharin et al., 2014; Melzi et al., 2016; Jamaly and Kleissl, 2017). This work focuses on the latter problem, solar irradiance variability estimation and assessment.

When considering a individual site, there have been multiple approaches to synthetically generate irradiance time series. Lave et al. (2013) utilized a wavelet-based model to simulate the power output of a single solar PV plant. Morf (2013) developed a simulation method where irradiance was separated into a deterministic and stochastic component; Ångström-Prescott regression was used to generate the deterministic component while the stochastic component was derived from a cloud cover index. Ngoko et al. (2014) started with a clearness index and generated irradiance data using Markov models trained on empirical observations. Larrañeta et al. (2015) used an improved downscaling method from Polo et al. (2011) to generate direct normal irradiance time series at 10-min resolution. A Markov transition matrix was used to synthetically generate one-minute GHI with mean hourly meteorological observation inputs by Bright et al. (2015); however, to accurately determine cloud cover index, a minimum of 10 years of observational data were recommended for model training. Bright et al. (2017) improved the model by adding spatial variation in the synthetic generation; i.e., the model was then geographically flexible without the need of local irradiance data inputs. Larrañeta et al. (2018) introduced two approaches with different input accuracy requirements to downscale direct normal irradiance (DNI) time series. There are other downscaling methods including resampling and clustering techniques (Fernández-Peruchena et al., 2015; Fernández-Peruchena and Gastón, 2016; Peruchena et al., 2018). As observational data are geographically sparse, statistical space–time characteristics are of interest (Hoff and Perez, 2010; Lave et al., 2012; Perez and Fthenakis, 2015). Lave et al. (2012) suggested that solar variability cannot be assumed to be purely isotropic, and Perez and Fthenakis (2015) explored the spatial anisotropic nature of solar irradiance using cloud motion. Dise et al. (2013) and Perez et al. (2015) stochastically downscaled the National Solar Radiation Database (NSRDB) (Sengupta et al., 2018), which includes satellite derived estimates.

1.3. Novelty and structure

To contrast the proposed work with the existing literature, the closest approach is likely Grantham et al. (2018). These authors extended the method of Boland (2008), who develop classical stationary time series techniques for simulating daily and hourly GHI. Grantham et al. (2018)’s extension stochastically generates GHI using a nonparametric bootstrapping technique. However, as a resampling procedure, the proposed model of Grantham et al. (2018) requires a large training database, is only available at locations with high resolution data and is limited in its ability to generate noise that is not present in the training sample. Our proposal is a semiparametric model that combines both parametric distributions, which generate stochasticity, and nonparametric estimators of temporal correlation. Compared to Grantham et al. (2018), our model is less complex, requires less input data and is more computationally efficient. Specifically, crucial autocorrelation properties are maintained while low-order statistics such as means and variances are accurately reproduced. Moreover, our method results in simulations that are consistent with the popular NSRDB. In particular, we introduce a method for temporally downscaling GHI from NSRDB’s 30-min resolution to one-minute resolution. NSRDB contains high quality estimates of historical solar irradiance based on processed satellite data, and is available at an approximately four km² resolution every 30 min over a large portion of North America. However, even high quality estimates every 30 min do not adequately represent or capture the variability of solar irradiance. For example, Fig. 1 shows linearly interpolated GHI from NSRDB along with in situ one-minute pyranometer measurements at a station in Eugene, OR. Generally the satellite data product follows the trend of directly measured values. However, there is substantial high frequency variability in the direct measurements that is not apparent from the satellite-based product and directly affect solar power generation. Locations without ground measurements require spatial prediction from those available elsewhere. Energy applications based on the proposed methodology may include small-scale PV supply and demand where the spatial element is not integral, for example, high-resolution irradiance inputs are required to calculate PV efficiencies based on electricity flows within residences (Darcovich et al., 2015).

A distinct aspect of the proposed methodology is the use of a generalized linear model (GLM) framework and properly transformed mixtures of random variables to capture the stochastic variability of high frequency irradiance. Furthermore, the first stage of the model distinguishes between clear and unclear days. A crucial element of our proposed downscaling process is allowing for seasonally nonstationary temporal correlation, yielding greater accuracy in capturing climatological variability.

The proposed method is validated at a number of locations with different climatic conditions throughout the USA. Generally, the downscaled ensembles exhibit proper statistical coverage properties, desired variability, and maintain critical temporal autocorrelation. The paper is structured as follows: Section 2 presents the in situ database used in this work. Section 3 describes the methodology proposed for generating stochastic one-minute GHI data based on the NSRDB. Validation based on a comprehensive set of statistical metrics are discussed in Section 4 before the work is concluded and future work suggested in Section 5.
is the variability due to atmospheric conditions and biases due to the linear interpolation of the NSRDB product, which is not point source. To resolve this problem, a preprocessing step is necessary to match the sunrise time for each day. These satellites can measure cloudiness or aerosols are available from the NSRDB. The following rule is based on the heuristic that on clear days, variability of GHI and clear sky GHI should be similar, while on other days raw GHI will be more variable. Let \( X_t \) denote linearly interpolated GHI at time point \( t \), and \( X_{c,t} \) denote the clear sky GHI. To quantify variability, we compute first-order differences,

\[
\Delta X_t = X_t - X_{t-1},
\]

\[
\Delta X_{c,t} = X_{c,t} - X_{c,t-1},
\]

and consider the quantity

\[
\gamma = \max_i |\Delta X_t - \Delta X_{c,t}|,
\]

where the maximum is taken over a particular day. If this value is smaller than a given tolerance, that day is denoted as a clear day, and otherwise it is not clear. A tolerance for the quantity \( \gamma \) is set to be 0.1, with values less than this indicating a clear day, and values greater indicating a day that relies on the stochastic downscaling model (Zhang et al., 2018). Fig. 2 illustrates the outcome of this decision rule for two candidate days.

### 3.2. Non-clear days

Days that do not satisfy the clear sky decision rule are modeled as a correlated process that is marginally non-Gaussian, allowing for stochastic downscaling of the 30-min NSRDB data product. Let \( Y_t \) denote the in situ pyranometer measurement at time \( t \), and let \( X_t \) be the linear interpolation of GHI from the NSRDB. We suppose a model of the form

\[
\text{log}(Y_t) = \text{log}(X_t) + \epsilon_t
\]

for some stochastic error \( \epsilon_t \) that represents variability due to atmospheric conditions and biases due to the linear interpolation of the NSRDB product. Note that this log-additive model is equivalent to modeling the clear sky index (Bright et al., 2015). Exploratory analysis confirms that the errors are correlated in time, which we model as

\[
\epsilon_t = \sum_{i=1}^{n} \omega_i \epsilon_i,
\]

where \( \omega_i, \ldots, \omega_n \) are independent mean zero random variables, and \((\epsilon_1, \epsilon_2, \ldots, \epsilon_n)\) is the \( n \)th row of the Cholesky factor of a positive-definite covariance matrix. For \( n \) time points of interest, the model for the stochastic errors can be succinctly written as

\[
\zeta = L \omega,
\]

where \( \zeta = (\zeta_1, \ldots, \zeta_n)^T \), \( \omega = (\omega_1, \ldots, \omega_n)^T \) and \( L = (\epsilon_i)^T \omega_i \). The \( \epsilon_i \) errors are correlated in time due to being weighted combinations of the same latent \( \omega \) random variables. It is straightforward to show that if \( L \) is the Cholesky factor of a positive definite matrix \( \Sigma \), then \( \zeta \) has exactly \( \Sigma \) as its covariance matrix. Note that \( \zeta \) is a vector of correlated random variables, while \( \omega = L^{-1} \zeta \) are uncorrelated; we refer to \( \omega \) as the decorrelated residuals.

To motivate the choice of distribution for \( \omega \), we show some empirical estimates from Eugene, OR for the year 2013. In particular, for each day we calculate

\[
\hat{\omega} = L^{-1} \zeta,
\]
where $L$ is the Cholesky factor of the empirical autocorrelation matrix of $\epsilon$ based on residuals from that day. Fig. 3 shows histograms of the estimated decorrelated residuals broken up by season. Generally most values of the decorrelated residuals are concentrated on the interval $[-2, 2]$. We propose a mixture of distributions to model $\omega$ that changes over time of the day, taking account the influence of solar zenith angle (Pecenak et al., 2016). In particular, $\omega_t$ is set to be a standard normal random variable if $t$ is a time point corresponding to either the first two, or last two hours during the light hours. For every other time, $\omega_t$ is modeled as a centered and scaled Beta($\alpha$, $\beta$) random variable whose support is $[-2, 2]$. After testing on data at Eugene, we opt for the following parameters: $\alpha = 5.5$ and $\beta = 5.6$. This non-Gaussian mixture follows from initial data exploration; we compare performance against a solely Gaussian model in the Appendix.

4. Validation

Our model is illustrated by stochastically downscaling NSRDB estimates of GHI and comparing to in situ pyranometer measurements at Eugene, OR, as well as nine stations from the SRML/SURFRAD in the year of 2013 (see Table 2). The Beta distribution parameters and empirical autocorrelations are based on data from Eugene throughout, but could easily be updated to include historical in situ measurements from other climatic regions, where available.

4.1. Autocorrelation and coverage properties

We begin by validating the temporal correlation and coverage of the estimated GHI. The validation based on autocorrelations are split into two sections, the first at measurement locations where the empirical autocovariance is available, the second where the autocovariance is predicted. In either case, autocovariances are estimated separately over each 30 min time interval coinciding with the hour, split by season. For example, all data from 1 pm-1:29 pm during summer (June, July, August) based on empirical residuals from Eugene are compiled and their empirical covariance is stored, similarly for spring, fall and winter, and every other 30 min interval. We split validation statistics by season and time of the day as solar irradiance exhibits substantial diurnal and seasonal variability, and aggregation of verification statistics can misrepresent actual local performance (Kleiber et al., 2011).

4.1.1. In-sample testing

We first consider validation at Eugene, where direct pyranometer measurements can inform model parameters and correlations. Fig. 4 shows empirical and model autocorrelations on clear sky index split by season and time of the day (morning, noon and afternoon) at Eugene, OR. Although correlations are modeled on the log-residual scale, the method accurately captures the relatively high temporal correlation on the clear sky index scale. Moreover, there is apparent seasonal and diurnal variability in temporal structure. The model adequately adapts to this seasonal and diurnal variation.

Because the method is stochastic, we do not expect any downscaled realization to exactly replicate of the true irradiance at any particular time point or location, but the statistical distribution of the simulations should capture the truth. For example, if we generate and order 100 downscaled realizations (at a single time point), we would expect the true GHI to fall above the lowest five and below the highest five about 90% of the time. Indeed, having accurate coverage intervals, known as calibration, is critical not only in probabilistic forecasting (Gneiting et al., 2007), but also in probabilistic resource assessment (Zhang et al., 2015). To assess this, we consider reliability plots; these plot empirical
coverage against nominal coverage (e.g., the empirical coverage of the 95% nominal confidence interval based on an ensemble of simulations). A calibrated downscaling ensemble will exhibit good coverage properties at all nominal levels, indicated by following the identity line on the reliability plot.

**Fig. 6** shows reliability plots for downscaling at Eugene in 2013 split out by time of day and season. Empirical coverages are calculated based on 1000 independent downscaled realizations; we repeat this procedure 100 times, represented by boxplots. The median of each boxplot is generally close to the identity line indicating accurate coverage, while the worst coverage is apparent at Eugene during summer in the afternoon where the simulated ensembles are overdispersed. This may be related to the fact that summer tends to have less variability compared to other seasons. However, overall the simulated ensembles exhibit accurate coverages.

**4.1.2. Out-of-sample testing**

We now turn to simulation at locations without direct ground
measurements where model parameters and autocovariances are not directly estimable. We swap in those model estimates from Eugene, and test the generalizability of the methodology at a number of other locations in Portland, Salem and locations in the SURFRAD dataset, respectively. We show results for Portland here, which is representative of the typical goodness-of-fit of our model, but refer the reader to Table 3 for further validation statistics at other locations.

Fig. 7 contains autocorrelation functions of clear sky index based on in situ measurements and simulations during the morning, noon and afternoon hours on March 1, June 1, September 1 and December 1, 2013 respectively. Note that although the statistical model parameters are the same as in Fig. 4, the simulated autocorrelations differ due to differences in the NSRDB estimates for these two locations – thus, some temporal structure is informed by the 30 min estimates. Our method generally captures the shape of the in situ clear sky index correlations, but sometimes fails to capture small-scale structure. However, the next figure suggests that capturing such small-scale changes in correlation do not drastically impact the statistical calibration of the model.

Fig. 8 illustrates the clear sky index probability density function based on simulated and in situ data in 2013 for location Portland. Similar to Fig. 5, we capture the bimodality of this variable, but tend to slightly oversimulate clear sky days.

Fig. 9 shows statistical reliability at Portland using simulations based on model estimates from Eugene. Overall the stochastically downscaled ensembles still show adequate coverage properties. This is perhaps unsurprising as Eugene and Portland share similar climatological properties, but Figs. 7 and 9 are representative of model performance in other climates mentioned in Table 2.

### Table 3

Statistics for the remaining validation stations based on 1-min downscaled ensembles.

<table>
<thead>
<tr>
<th>Site</th>
<th>Mean squared errors for ACFs</th>
<th>Nominal levels</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>50%</td>
</tr>
<tr>
<td>Eugene, Oregon</td>
<td>5.24 × 10^{-4}</td>
<td>49.89%</td>
</tr>
<tr>
<td>Portland, Oregon</td>
<td>8.65 × 10^{-4}</td>
<td>49.76%</td>
</tr>
<tr>
<td>Salem, Oregon</td>
<td>7.30 × 10^{-4}</td>
<td>50.12%</td>
</tr>
<tr>
<td>Bondville, Illinois</td>
<td>3.74 × 10^{-3}</td>
<td>51.25%</td>
</tr>
<tr>
<td>Boulder, Colorado</td>
<td>6.02 × 10^{-3}</td>
<td>47.19%</td>
</tr>
<tr>
<td>Desert Rock, Nevada</td>
<td>9.43 × 10^{-3}</td>
<td>62.23%</td>
</tr>
<tr>
<td>Fort Peck, Montana</td>
<td>4.77 × 10^{-3}</td>
<td>48.18%</td>
</tr>
<tr>
<td>Goodwin Creek, Mississippi</td>
<td>5.59 × 10^{-3}</td>
<td>51.78%</td>
</tr>
<tr>
<td>Penn State University,</td>
<td>4.50 × 10^{-3}</td>
<td>51.36%</td>
</tr>
<tr>
<td>Pennsylvania</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sioux Falls, South Dakota</td>
<td>3.09 × 10^{-3}</td>
<td>52.56%</td>
</tr>
</tbody>
</table>

The second column represents mean squared error in replicating empirical autocorrelation. Last three columns indicate average coverage probabilities at different nominal levels.

Fig. 7. Empirical and model autocorrelations on clear sky index at 1 min time resolution split by season and time of the day. Columns indicate examples of 60 min time intervals for a representative morning (9:00am-9:59am), noon (12:00 pm-12:59 pm) and afternoon hour (3:00 pm-3:59 pm). Rows index a representative day from each season: spring (March 1), summer (June 1), fall (September 1) and winter (December 1) at Portland, OR.

Fig. 8. Probability density distribution of clear sky index over Portland’s simulated and in situ data in 2013.
Although the figures for Portland are generally representative for all validation stations, we include statistics for the remaining validation stations in Table 3 to demonstrate the applicability to other climate regions. The table includes average squared error in replicating empirical autocorrelation, 
\[ \sum_h (\gamma(h) - \hat{\gamma}(h))^2 \] (8)
where \( \gamma(\cdot) \) is the autocorrelation function based on the simulated process and \( \hat{\gamma}(\cdot) \) is the empirical autocorrelation function at a particular validation location. The autocorrelation functions are well-estimated based on this approach, in part due to the inherent autocorrelation present in the satellite data product. Table 3 also includes empirical reliability coverages for the validation locations, in particular average coverage probabilities at the nominal 50%, 75% and 90% levels. While generally the model translates to all stations in the SURFRAD dataset, the desert location at Desert Rock, NV is not fit as well.

4.2. Half-hourly validation

Although our method adequately captures 1-min statistics and correlations, comparison metrics which evaluate variability over a longer period of time such as a day or month are desirable. For example, hourly and monthly validation were performed in Bright et al. (2015) and Larrañeta et al. (2018), respectively.

We compare in situ and simulated mean half-hourly average irradiance at all validation locations. Fig. 10 shows a scatterplot of half-hourly means averaged across all locations in Table 2. Compared with the in situ data, averaging the minutely irradiance generated by the model over half-hourly timesteps shows a strong correlation \( R^2 = 0.981 \). This suggests that our method adequately captures first-moment statistics of actual 30-min aggregated irradiance.

Fig. 11 shows the frequency distribution for mean half-hourly irradiance across all validation locations. The previous section examined behavior of the model at particular time points and seasons. The frequency distribution of Fig. 11 is an aggregated statistic over all times, seasons and locations. The correlation between the simulated and observational averages is \( R^2 = 0.999 \), indicating very good performance of our stochastic downscaling approach. This approach preserves the low frequency mean by definition because the model conditions on the NSRDB data, which is the mean function.

While mean characteristics are properly maintained, variability over short time frames is also important to understand and capture. Fig. 12 shows average 30 min simulated variabilities in August, 2013 for three SRML locations along with the corresponding observed variability. Boxplots represent uncertainty in the model variability, and are based on 1000 simulations. Empirical variances are generally within the interquartile range. As in the previous section, the performance in this figure is representative of performance at the other tested locations.

4.3. Scattering events

Due to the method used to create the downscaled samples, the satellite-derived high-frequency irradiance samples are not expected to
exactly match the ground measured irradiance, but rather provide a statistically representative sample. Specifically, the timing of clouds may not match between downscaled and ground-measured irradiance variability. Pecenak et al. (2016) showed that irradiance enhancement is not due to cloud focusing, but scattering. Scattering events are those when less solar radiation is scattered and more solar radiation reaches the earth’s surface, which usually occurs around midday with greater GHI.

To visualize how the model behaves during scattering events, the left panels in Fig. 13 show a selection of example days with simulations, in situ measurements and clear sky GHI for Eugene. The stochastic realizations are reasonable compared to the ground measurements, although not every scattering event is captured. The proposed stochastic model is not expected to replicate the in situ irradiance at any given time point, whether or not scattering events occur. The right panels show pointwise 95% confidence bounds for the same days based on our downscaled estimates. The coverage of the grey band reveals the fact that the stochastic model plausibly captures the true irradiance process, even during midday periods when maximal GHI is experienced.

5. Conclusions and future work

The proposed stochastic downscaling model aims to capture the variability at a much higher temporal frequency than is available in data products such as the NSRDB. The statistical model varies with time of the day and season in order to capture diurnal and seasonal non-stationarity. We validate the model based on several metrics of variability indices for stations across the continental USA with different climates. The method shows good statistical calibration at numerous nominal levels. Moreover, low-order moments are reproduced very well, including means, variances and temporal correlations. The main output of this approach is an ensemble of estimated one-minute GHI, and the test results suggest the method appropriately captures the variability and temporal correlation of the true, unobserved irradiance process.

Future work may continue in a number of directions. We tested the model on the popular NSRDB dataset, but other satellite product datasets may be of interest. Temporally downscaling to an even finer time resolution, say one second, can be important to understand very high
frequency variability. It remains to be seen if this model is appropriate for such timescales, but would require very high frequency in situ data for training. The main drawback of the method is that it is currently point-level; spatially consistent simulations are important to understand how variability smooths over regions, this is a focus of our current efforts. The current methodology is a building block toward a coherent framework.

Even though this work has demonstrated geographic flexibility by validating in different climates, there is still more that can be done to allow for geographic flexibility. Lave et al. (2012) used geographic smoothing techniques to include a spatial dimension. Geographic flexibility was represented as a function of both longitude and latitude to analyze clear sky index distribution with cloud over for different climatic regions in (Smith et al., 2017). Sigrist et al. (2015) introduced an approach to generating spatially consistent ensembles using an advection–diffusion stochastic partial differential equation (SPDE). Future research may be devoted to incorporating the non-Gaussian mixture proposal of this manuscript with spatially-consistent generative approaches.
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Appendix A. Comparison of fit between different distributions to the empirical data

In this appendix we compare the performance of using different distributions for $\omega_t$ on statistical calibration. Fig. 14 shows reliability plots split over diurnal times (morning, noon and afternoon) and season for three possible stochastic models for $\omega_t$: (1) the proposed normal-Beta mixture, (2) only normal random variables and (3) only Beta random variables. The plots suggest that using normal random variables during the midday period yields overdispersed simulations, while beta random variables yield underdispersion in the early and late day. Thus, the mixture model is a desirable balance between these two extremes.

Fig. 14. Reliability plots using mixture model (left 4 × 3 grid), normal model (middle 4 × 3 grid) and Beta model (right 4 × 3 grid).