A brief introduction to boundary integral equation techniques

P.G. Martinsson, March 2012

Summary: We describe a set of methods for computing approximate solutions to lin-
ear boundary value problems. The foundation of these methods is a reformulation of
the partial differential equation as an integral equation. In many cases, the resulting
integral equation can rapidly be solved to very high accuracy, and in an entirely sta-
ble manner. The computational speed of these methods compares favorably with other
numerical techniques for partial differential equations. The most dramatic speed-up oc-
curs for problems that can be reformulated as integral equations defined on the boundary
alone.

1. Introduction

1.1. The basic idea. The set of methods described in this note are applicable to a wide range
of linear boundary value problems. For simplicity, we suppose that the BVP we are interested in
solving takes the form

(1) Au=10 on {2,
(2) u=f on I,

where A is a linear elliptic partial differential operator with constant coefficients, where  is a
domain in R? with boundary I', and Where f is a pre-scribed function on I'.! It is in many cases
possible to reformulate a BVP such as (1), (2) as a boundary integral equation of the form

(3) /k z,y)v(y) di(y) = g(x),

where k is a kernel function derived from the fundamental solution associated with the operator
A, and g is a data function derived from the boundary data f (a specific example is given in
Section 3.1). There typically exist several different BIE formulations of the same BVP; choosing
the “right” one is important, c¢f. Remark 0.1.

Upon discretization, the BIE (3) turns into a system of N linear algebraic equations that we write
(4) v+Av=g,

where A is a matrix approximating the integral operator in (3). An apparent obstacle to solving (4)
rapidly is that the matrix A is almost always dense. However, this matrix typically has properties
that allow the computation of products w — A w cheaply. For instance, there exist Fast Multipole
Methods (FMMs) for a wide variety of kernels that perform such matrix-vector multiplications in
O(N) arithmetic operations, with a small constant. Then iterative solvers (such as GMRES) can
be used to determine an approximate solution of (4) very rapidly.

lFor BVP such as (1), (2), the equivalent integral equations are defined on the boundary alone. This is the
environment in which FIEM has the strongest competitive advantage. However, it can profitably be applied to a
wide range of other problems as well, including problems with a body load, see Section 1.3.
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REMARK 0.1. The number of iterations required to achieve an accurate solution of (4) using an
iterative solver depends strongly on the choice of boundary integral equation formulation. Leaving
the details to Section ?, we simply mention here that it is almost always a good idea to use a BIE
of the form (3), in which the integral operator is compact in some function space. An equation
of this form is called a second kind Fredholm equation. As shown in Section 3, such formulations
can lead to extra-ordinarily rapid convergence (double precision accuracy in the linear solve in 15
iterations or less).

In some environments, there also exist O(NN) numerical techniques that do not rely on iterative
solvers, but directly compute a representation of the inverse of the operator in (3).

REMARK 0.2 (Terminology). In this note, the term “fast” has a precise technical meaning: We say
that a numerical method is fast if its execution time scales close to linearly with problem size. To be
precise, if it has O(N(log N)") complexity for some real number r. (In practice, r = 0 can often be
achieved, and we rarely need r larger than 2.) The term “Fast Integral Equation Method” (FIEM)
is then taken to refer to a combination of an integral equation formulations and a fast solver. Our
usage of the term “fast” is standard in this context, but the acronym FIEM is introduced purely
for the purposes of this note.

1.2. Benefits. When a BVP can be rewritten as a second kind Fredholm equation on the
boundary, FIEM has several advantages:

(1) The condition number of the numerical problem is typically similar to the condition num-
ber of the actual “physics” of the problem. This is in contrast to discrete systems arising
from discretizations of differential equations, which typically have very large condition
numbers. (High condition numbers lead to several difficulties; loss of accuracy being
one.)

(2) The computational complexity is asymptotically optimal in the sense that the number of
floating point operations required scales linearly with the true complexity of the problem.
In the example in Section 1.1, it scales linearly with the number of degrees of freedom
required to discretized the boundary of the domain. The data provided is defined on a
set of dimension d — 1 so we should not have to discretize a set of dimension d.

(3) The construction of discretization schemes that are both stable and of high order is
somewhat easier in the integral equation environment than it is in the differential equation
environment.

(4) Handling exterior problems where the domain € is the region outside some given contour
or surface I' is quite hard when discretizing the differential equation. Typically some
artificial external boundary is introduced. In contrast, in the FIEM environment, the
equation is inherently formulated on the finite domain I', and no such difficulties arise.

As a consequence of points 1 and 3, FIEM has the capacity to produce solutions of unparalleled
accuracy; even on complicated problems, relative errors of 1071° or less can be obtained.

It is worth emphasizing that FIEM is fast not only in the theoretical sense that it scales linearly
with the complexity of the problem; the constant of proportionality is often small. For BVP’s
involving constant coefficient operators, and no body loads, FIEM can be orders of magnitude
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faster than other methods. The only real competitor in this environment are methods based on
the FF'T (or spectral methods more generally), but such methods are limited in that they typically
achieve high performance only on simple domains. They also tend to be limited in the extent to
which they can handle adaptivity, and non-uniform grids more generally.

1.3. Generalizations. FIEM has a profound competitive advantage when applied to BVPs
that can be reformulated as integral equations defined on the boundary. With some exceptions,
this happens when the partial differential operator has constant coefficients, and when there is no
body load. However, it is occasionally advantageous to use FIEM for problems involving body
loads, and / or non-constant coefficients as well. In such environments, one must use integral
equations that involve volume integrals which implies a higher computational cost. However, the
unrivaled stability and accuracy of an integral equation formulation can sometimes justify the cost;
for instance when dealing with scattering problems close to resonant frequencies. These matters
are discussed further in Sections 77 and 77.

1.4. When to use FIEM. Generally speaking, FIEM works for elliptic linear BVPs involving
partial differential operators whose highest order term has constant coefficients. However, they
are particularly appealing for situations involving any of the following:

Constant coefficient differential operators.

No body load.

Exterior problems defined on infinite domains.

Relatively ill-conditioned physics (thin domains, scattering at short wave-lengths, etc.)
Very high accuracy is required.

As a more practical consideration, the set-up costof using an FIEM is typically higher than that of
using say a finite element discretization so in situations where you are only interested in a one-off
solve at moderate accuracy, FIEM might not be the best choice. (The hardest part is usually
to find a good integral equation formulation. In most standard situations, this has already been
done, but if you have unusual boundary conditions, multiple types of physics going on, strange
boundaries in 3D, etc., then finding the right integral equation could be a lot of work.)

In addition to the “fundamental limitations” described in the previous paragraph, there is also an
issue of availability of software. There is any number of software packages available for solving
PDEs using finite element, finite difference, or finite volume methods — some commercial and some
free. Some packages are very user friendly with GUIs, the ability to import geometry information
from a CAD program, the ability to handle? almost any differential equation thrown at them, etc.
In contrast, there are relatively few packages available for discretizing and solving an equation via
FIEM, and what is available is often raw Fortran code.

1.5. Outline of chapter.

2. Notation, orientation of boundaries, etc

Unless otherwise noted, €2 will in this section denote a simply connected boundary domain in the
plane with smooth boundary I'. For € I, n(x) denotes a unit normal that points out from €.
We let ¥ denote the domain exterior to I'. See Figure 0.1 for an illustration.

2The term “handle” does not necessarily imply that the output is particularly close to the correct solution
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FiGURE 0.1. Notation for geometries. I' is a smooth contour in the plane. € is
the domain interior to I' and ¥ is the exterior domain. n(x) denotes the outwards
pointing unit normal.

3. A model problem

In this section, we demonstrate how FIEM can be used to solve a specific problem: The Laplace
equation on a bounded smooth domain in R? with Dirichlet boundary data. The objective is to
demonstrate the entire solution procedure for a particularly simple example. We will then return
to different points in later sections and describe how to generalize the techniques to other equations
and to other geometries.

3.1. Reformulation of a Boundary Value Problem as a Boundary Integral Equa-
tion. We consider the BVP
(5) —Au=0 on €,
(6) u=f onT,
where € is a simply connected open set in R? with smooth boundary I', and where f is a prescribed

function on I'. We seek to rewrite (5, 6) as an equation defined on I' only. To this end, we make
the Ansatz

(7) u(z) = /F )@= on e, forxeq,

2|z — |2

where n(z’) is the unit outwards pointing normal of T" at 2/, and where o is an unknown function
on I'. Note that for any o, the function u defined by (7) satisfies (5).> Equation (6) is satisfied if
and only if the function u defined by (7) satisfies

(8) yﬁlﬂi;ryleﬂu(y) = f(x), Vael.

A simple evaluation of the limit (8) (see Section 5) yields

(9) _10($) + /F W o(z")dl(x') = f(x), for x € I.

2 2|l — x

In a strong sense, the BVP (5, 6) is equivalent to the BIE (9).

3Conversely, it is known from classical potential theory that any solution of (5, 6) can be written in the form
(7) for some function o.



3.2. Parameterization of BIE. We next seek to approximate the BIE (9) by a set of linear
algebraic equations. To this end, we parameterize I' via a function G(t) = (G1(t), Ga(t)) such that

(10) I'={G(t): te|0, ]}

Causing hopefully not too much confusion, we think of any functions defined on I' as functions of
the parameter ¢:*

u:u(t), 020—@)7 f:f(t)
We can also express the double layer kernel in terms of parameter values:

n(t') - (G(t) — G())
27|G(t) — G(t)2

(11) D(t,t") =

Gy(t') (G1(t) — Gi(t)) — Gi(¥) (Ga(t) — Ga(t))
7 ((GL())2 + (GH())2) ' ((Ga(t) — Gr(t))? + (Galt) — Ga(t'))2)

where we used that
) = (G0, ~Gi(¥)
(G1(#)? + (Go(t))*

Inserting the parameterization into (9) we obtain

(12) ——U / D, ) o(¥) |G/ ()| de = F(t),  for € [0, T].

(Observe that the formulas can be simplified slightly since the term |G’(¢')| appears in the de-
nominator of D(t,t"). This would be beneficial for now, but would cause problems later when we
consider more general quadratures.)

REMARK 0.3. In most cases, the kernel in a BIE is singular ast' — t, and at first glance it appears
the the kernel D(t,t') in (11) is singular as well. However, it turns out that when the contour is
smooth, we have n(z') - (x — 2') = O(|x — 2'|?) since the angle between n(z') and x — z' approach
7/2. In consequence, the singularities in the numerator and the denominator precisely cancel, and
the kernel is in fact a smooth function. Using [’Hopital’s rule twice, we find that

tl}inﬁ D(t,t') = 1) Gi(j,)(;(g/‘%f ) GE()

3.3. Discretization of BIE. We discretize (12) using the Nystrém method, as follows: First
we discretize the integral in (12) using a quadrature rule with weights (wj)é-v:l, and quadrature
points (¢;))_; C [0, T], and obtain the approximate equation

(13) —70 +Zw] VNG @A) ot;) = ft),  forteo,T)

To obtain a discrete equation from (13), we require that (13) should hold for at the quadrature
points, i.e. when t = t¢1,...,tx. This results in the system of equations

(14) —70 )+ Zw] (ti, ;) |G ()| o(t;) = f(t;),  fori=1,2,..., N.

4To be mathematically rigorous, we should have defined a new function U = u o G (so that U(t) = u(G(t))), a
new function ¥ = o o G, and a new function F' = f o G. Then u, o, and f would have been functions defined on T,
and U, ¥, and F would have been functions defined on [0, T7.
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We write (14) in matrix form as

(15) <—;I+B> o=Hf,

where f is a vector of pointwise samples from f, f(i) = f(¢;), and where o is a vector approximating
the exact solution o, o (i) ~ o(t;), and where B has the entries

B(i,j) = D(ti, t;) |G/ (t;)| w;.

Finally, we note that since the integrand in this particular case is smooth and periodic, the trape-
zoidal rule (w; = T/N, t; = i T/N) achieves superpolynomial convergence rates; and find that

B(i,9) =  D(to 1) 10'(15)]

3.4. Post-processing: The numerical method described so far yields as its result the dipole
distribution o, which is generally not the quantity sought. However, any other quantity of interest
can be computed via the formulas:

(16) u():—fa /D:cx 2"y dl(z)), zel

(17) /Dmx 2')dl(2'), x € Q.

The kernel in the first formula is smooth and it can easily be evaluated upon discretization via
the trapezoidal rule. The kernel in the second formula can also be evaluated very easily whenever
the target point x is not that close to the boundary. However, if x is close to the boundary, then
D(z,2") has very sharp derivatives when 2’ approaches x and some care must be exercise.

The evaluations of the layer potentials (16) and (17) can be accelerated by the Fast Multipole
Method if the potential is sought at a large number of target points.

4. Review of the Green identities

Recall that if f is a vector valued C! function on €, then the Gauss theorem reads

/QV-fz/Fn-f,

where n is the outward pointing unit normal to I'. Now suppose that v and v are two C? scalar
value functions. Applying the Gauss theorem to f = uVv and f = (Vu)v we find

ov

(18) /Q(UAU-l—VU'VU) = ugy,
ou

(19) /Q(AuquVu-Vv)—/Fanv

Subtracting (19) from (18), we find

ov Ou
/Q(uAv—Avu)—/F<uan—anv>.

Now fix a point x € (2 and set



Further, assume u satisfies
—Au=0 in ,

let € be a small number (smaller than dist(I',x)), set

Q. = Q\B:(z)
and observe that

0. =T UT.
where

I'. = 0B (z).

Now note that Au(y) = Av(y) for y € Q. to obtain

v  Ou ov  Ou
2 = T A AT Al
(20) 0 /<u8n 8n>+/p<8n 6n>
We next seek to evaluate the limit as € — 0. For y € I'., we find

1 1
vy) =— 5 loglz —y| = —5_loge
ov rT—y T—Y 1 1

%(y) =n(y) - Voly) = |z —y| 27|z — y|? B 2rlw —y|  2me’

Since u € C(Q2) we find

. v .
gl—% ()8n( )dl()_gl—% rsu()2ﬂ'€

dl(y) = u(x).
Since u € C1(Q) we know that for some finite M, we have |Vu(y)| < M and so

lim
e—0

n e—0

o 1
‘/ UQOU@)MQD‘ghnwup/"Al]bgdd“y)zlhnmqﬂ%s]bgdzz&
I, 6 I, 2 e—0

Taking the limit ¢ — 0 in (20) we obtain

n(y) - (y — =) / 1

21 = [ == - dl(y) — | =—1 — (y) di(y).

21) uw) = [ LD utwy i) - [ 10y - alun ) dit)

We introduce two integral operators called layer potentials via

22 e single layer operator: —log |z —

(22 The single layer op 0) = [ 52 logle —ulw(u) i)

(23) The double layer operator: [Dw]|(z) = /y)(m—y) w(y) di(y).
r 2mlz—yl?

Then (21) takes the form

(24) u(z) = —[Dul(x) + [Sup](x) x €.

An entirely analogous computation shows that

(25) %m@:—wm@yu&ﬂu) veT.



5. Derivation of BIEs for Laplace’s equation

5.1. The direct formulation. We first derive a BIE for the Dirichlet problem

—Au(z) =0, x € Q,
u(z) = g(x), xzel.
From (25) we find that
(26) L @) +[Dg)(@) = [Sun(z) el

2

Equation (27) can be solved for the unknown boundary function u,. Once u, has been determined,
the potential u can be recovered from (24).

Next consider the Neumann problem

—Au(z) =0, x €,
From (25) we find that
(27) L (@) + [Dul(@) = [Shl(z) =z el

2

Equation (27) can be solved for the unknown boundary function u|p. Once u|r has been deter-
mined, the potential u can be recovered from (24).

REMARK 0.4. The so called “direct” formulation for works very well for the Neumann problem
since the operator (1/2)I + D is an invertible second kind Fredholm operator. It works less well
for the Dirichlet problem since S is compact, and the inverse of a compact operator is unbounded.
The difficulties involved can all be resolved, but it takes some effort.

5.2. The indirect formulation. Consider the Dirichlet problem
—Au(z) =0, x €,
u(z) = g(x), zel.
We look for a solution of the form
u(z) = [Do](z),
where ¢ is an unknown boundary potential. A well-conditioned equation for ¢ is obtained from
the formula )
lim [Do](z) = —ia(ac) + [Do](x), zel.

2€Q, z—x

We find )
—50(@) + [Do](2) = g(a)

Next consider the Neumann problem

We look for a solution of the form



where o is an unknown boundary potential. For z € I", we find

up(x) = lim  n(x)-V[So](z) = 1cr(m) + [D*o](x),

z€Q, z—x 2

where D* is the adjoint of the double layer potential,

Dralw) = [ T dsy)

(Observe that the normal is evaluated at the target point z, not at the integration variable y.) We
find that the equation for o reads

(28) %a(az) + [D*o)(z) = h(x), zel.

The operator (1/2)I + D* is a second kind Fredholm operator, but it has a one-dimensional null-
space, and a one-dimensional co-range. This is very natural, since we know (1) that the Neumann
problem does not determine u other than up to translation, and (2) that the Neumann problem is
not well-posed unless

/F h(z) ds(z) = 0.

Some care must be exercised in solving (28). An easy way of handling this is to modify the Ansatz
to read

1
(29) u(w) = [So)(e) ~ 5 loglo — 3] [ o(o)ds(a),
2 T
where Z is a point chosen in the interior of 2. Then the new equation for o is
1 Nz —
(30 3o+ Do) = "D [ o) ds) =ha), e

Integrating (30) over I', we find

/F<;a(x)+[p*a](x)> ds(x)—/rn(xHMds(x) /Fa(w) ds(x) :/1“h($) ds(a)

2|z — 7|2

~~

=0 =—1 =0

In other words, when (30) holds, we have

/Fa(ac) ds(xz) =0,

which implies that the “new” term in (29) vanishes.

REMARK 0.5. The exterior Neumann problem is easier to handle. Consider the equation
—Au(x) =0, xeVv,

(31)
un(x) = h(z), xel.

Note that we do not need h to integrate to zero for (31) to have a solution. We still have a problem
in that the solution is not uniquely determined unless we specify some decay condition at infinity.
Observing that the total charge that generates u is fF h, it is natural to require u to satisfy

1 1
u(z) = log/h(x’) ds(z') + O(1/|z]),  as |z] = oo.
2 || Jr
Formally, we couple (31) with

(32) lim sup

R—o0 |z|=R

=0.

u(z) — % log ’xl‘ /F h(z") ds(x)
9



Condition (32) is automatically satisfied if we look for a solution of the form
u(z) = [So(x),
where o is an unknown boundary potential. The relevant equation for o is now
1
(33) —§U($) + [D*o](z) = h(z), zel.

The operator —(1/2)I + D* is a second kind Fredholm operator that is onto and one-to-one.
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